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Abstract

Run Length Smoothing Algorithm (RLSA) and projection
profiles are among the fundamental algorithms in binary
image processing, mainly used for segmentation of
monochrome images. In this paper, fast RLSA and
projection profiles are applied to binary images
represented by a set of non-overlapping rectangular
blocks. The representation of binary images using
rectangular blocks as primitives has been used with great
success for several image processing tasks, such as image
compression, Hough transform fast implementation and
skeletonization. We show that this representation can be
applied with great success for fast RLSA application and
fast projection profiles evaluation. The experimental
results demonstrate that starting from a block represented
binary image we can apply RLSA and evaluate projection
profiles in significant less CPU time. The average time
gain is recorded at 60% and 88%, respectively.

1 Introduction

Digital image representation by a set of simple geometrical
shapes has been proved useful for effective image
segmentation [1] and fast implementation of many image
processing algorithms [2-8]. For example, in order to
speed up moment calculation, the images can be described
in terms of polygonal shapes [2] or, alternatively, can be
represented- by recursive morphological operations [3].
Also, for the acceleration of Hough transform applications
or for applying fast morphological operations, the binary
images can be decomposed by using rectangular blocks of
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foreground pixels as primitives [4,5]. Furthermore, this
representation has been applied with great success for
segmentation [6], image compression [7] and
skeletonization [8].

RLSA and projection profiles are among the
fundamental algorithms in binary image processing,
mainly used at the stage of segmentation of monochrome
images. RLSA is based on examining the white runs
existing in the horizontal and vertical directions. For each
direction, white runs whose lengths are smaller than a
threshold smoothing value are eliminated. The final image
is extracted after applying an AND  operation at the
horizontal and vertical smoothed images. RLSA is usually
followed by connected component analysis and used for
image segmentation [9], especially for document page
layout analysis [14]. Another important application of
RLSA is feature extraction for object recognition [10].

Projection profiles are based on image profiling in
various directions [11]. By calculating the local minima of
horizontal and vertical projections we can define several
segments into which the image can be divided [12].
Projection profiles are also used for document skew
detection [13]. In this approach, the skew angle of a
document corresponds to a rotation for which the mean
square deviation of a projection histogram is maximized.

In this paper, we describe how binary image block
representation can be useful for speeding up the
implementation of the RLSA as well as the horizontal and
vertical projection profiles. Since both processes are
mainly used for image segmentation, we introduce a fast
segmentation for block represented binary images. The
horizontal and vertical successive background pixels that
construct white runs of short length border on the
rectangular blocks that compose the image. Since the



starting points of all horizontal and vertical white stripes
are known in advance, we achieve a significant
acceleration of RLSA implementation. The decomposition
of images into non-overlapping blocks offers fast
evaluation of the image projection profiles by simply
adding the areas of all rectangular blocks projected
horizontally or vertically. Experimental results prove the
effectiveness of the proposed techniques.

2 Binary Image Block Decomposition

In order to decompose a binary image to a set of non-
overlapping rectangular blocks, we proceed to the
following algorithm which involves one top-down scan of
the images. According to this approach, an image is
scanned in a top-down direction until the first foreground
pixel (x,y) is found. Then, a procedure is applied that
search and constructs the “best fitting block” at (x,y),
which is the block with the largest area that has the (x,y)
pixel as its upper left corner. All pixels of the “best fitting
block” are transformed to background pixels and the
procedure is repeated until the entire image is scanned. An
example of binary image block decomposition is
demonstrated in Fig. 1.
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Fig. 1. Block decomposition of a binary image

3 Block Run Length Smoothing Algorithm -

The RLSA for a point represented binary image is
implemented by applying a left-right (for horizontal
smoothing) or top-down (for vertical smoothing) scan of
the image and then by selecting all white runs (successive
white pixels) with length less than a given threshold.
These pixels are converted into foreground pixels (see Fig
2). As we can observe in Fig. 2¢, we must pass from all
possible white and black runs of the image before
selecting the white runs of short length. After applying
horizontal and vertical smoothing, the final image is
derived by applying an AND operation of those two
resulting smoothed images (see Fig. 3).
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Fig. 2. Horizontal RLSA description. (a) original image, (b)
block decomposition, (c) Point RLSA, (d) Block RLSA, (e) final
image.

Fig. 3. RLSA application. (a) original image, (b) Horizontal
RLSA, (c) Vertical RLSA, (d) final smoothed image.



In the case that the image is represented by a set of
non-overlapping rectangular blocks, we do not need to
scan the entire image and pass from all possible white and
black runs. We just examine the white runs that start from
the right side of all possible image blocks in the case of
horizontal smoothing (see Fig. 2b), or from the bottom
side of the blocks for vertical smoothing. From all white
runs, we select those with short length and turn them to

black runs. In this way, a significant acceleration of RLSA

is achieved. Since all possible white runs border on image
blocks, the smoothed image produced from block
represented image is the same with the smoothed image
produced from a point represented image.

Let IMAGE(X,y) the binary image Xyax X Ymax that is
decomposed into N rectangular blocks with coordinates
XI1[i], YI[i]) - (X2[i], Y2[i]). The algorithm for a
horizontal smoothing with smoothing factor X, is as
follows:

Fori=0to N Do
Fory =Y1[i] to Y2[i] Do
x=X2[i] + 1
X=x
While IMAGE(x,y) = false And
x-X < X;And x < XMAX Do
x=x+1
Loop
If x~X < X¢ And x < Xpax Then
For j=Xto x Do
IMAGE(,y) = true
Loop
EndIF
Loop
Loop

4 Block Projection Profiles

The projection profiles of a binary image are evaluated by
projecting all pixels to the wvertical and horizontal
directions (see Fig.4). In the case of a block represented
image, the lengths of all black runs of all blocks are known
in advance. Taking advantage of this information, the
projection profiles are evaluated by adding all black runs
of all image blocks at the horizontal and vertical
directions. The horizontal profile evaluation of a block
represented binary image is demonstrated in the example
of Fig. §.

5 Experimental results

The proposed techniques have been implemented and
tested with a variety of images. Experiments were
conducted with binary images represented by a set of non-
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overlapping rectangular blocks. We produced smoothed
images using block RLSA and calculated horizontal and
vertical projection profiles by adding the black runs of all
blocks. The resulting smoothed images were found to be
identical to the corresponding images that result from
point represented images. We also checked that horizontal
and vertical projections are identical for point and block
representation. Table 1 shows the times consumed, when
processing the 8 CCITT b/w images, for RLSA application
and projection profiles evaluation starting from point or
block representations as well as the CPU time gained
when using block representation. The average time gain is
recorded at 60% for RLSA application and 88% for
projections profile evaluation.

6 Conclusions

This paper proposes new techniques for fast
implementation of two of the most well-known
segmentation techniques in binary images, i.e. the RLSA
and projection profiles. The proposed approaches are
based on decomposition of the binary images in a set of
non-overlapping rectangular blocks. Since the starting
points of all horizontal and vertical white stripes are
known in advance, we achieve a significant acceleration of
the RLSA application. Also, projection profiles are
implemented by simply adding the areas of all rectangular
blocks projected horizontally or vertically. The
experimental results obtained are very promising.
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Fig. 4. Projection profiles example.



Table 1. Processing times for RLSA and Projection Profiles

RLSA Projection Profiles
== Point representation 0,285 sec 0,092 sec
Block representation 0,055 sec 0,005 sec
L CPU gain 80,70 % 94,56 %
. ‘";_’:‘_ Point representation 0,285 sec 0,093 sec
= ;:-— Block representation 0,050 sec 0,004 sec
CPU gain 82,46 % 95,70 %
Point representation 0,300 sec 0,096 sec
Block representation 0,105 sec 0,010 sec
CPU gain 65,00 % 89,58 %
Point representation 0,340 sec 0,105 sec
Block representation 0,175 sec 0,025 sec
CPU gain 48,53 % 76,19 %
Point representation 0,295 sec 0,098 sec
Block representation 0,100 sec 0,011 sec
CPU gain 66,10 % 88,77 %
Point representation 0,285 sec 0,095 sec
Block representation 0,075 sec 0,006 sec
CPU gain 73,68 % 93,68 %
Point representation 0,330 sec 0,101 sec
Block representation 0,160 sec 0,021 sec
CPU gain 51,51 % 79,21 %
Point representation 0,280 sec 0,121 sec
Block representation 0,235 sec 0,015 sec
FORIT! CPU gain 16,07 % 87,60 %
Point representation 0,300 sec 0,100 sec
Aver age Block representation 0,119 sec 0,012 sec
CPU gain 60,33 % 88,00 %
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Fig. 5. Horizontal Projection Profiles. (a) Point representation,
(b) Block representation.
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