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Abstract-Word spotting and recognition are among the most 
important applications used today in the field of document 
processing and text understanding. In word spotting, the goal 
is to search a scanned document for instances of a specific 
word. In word recognition, we aim to identify the transcription 
of the document words. While substantial work in both topics 
has been published, not all are readily adaptible to scripts other 
than a specific script and/or language. This is especially true for 
documents written in the poly tonic greek script, a script used 
to write the greek language during a period that approximately 
spans two millenia. In this work, we extend the attribute-based 
model for word spotting and recognition recently presented in [1] 
for use with poly tonic greek documents. To this end, we present 
three alternative ways to extend the model mechanism to handle 
the greek alphabet and its various combinations of diacritic 
marks. We have run numerical experiments over poly tonic 
machine-printed and handwritten documents for word spotting 
and recognition. The proposed model is shown to outperform 
other state-of-the-art methods in word spotting trials. Regarding 
poly tonic greek unconstrained handwritten word recognition, to 
the best of our knowledge, this is the first work to address the 
problem succesfully. 

I. INTRODUCTION 

Libraries and individual researchers are interested in using 
digitised versions of historical documents. To this end, doc
ument processing techniques have given important results in 
the past 20 years. A variety of methods has been proposed to 
preprocess, binarize, deskew, deslant, and analyze the layout 
of the scanned image [2]. After segmenting the document up 
to character level, an OCR technique is traditionally applied 
to recognize the document text. This approach however has its 
shortcomings. Handwritten text is known to be more challeng
ing than machine-printed text, as segmentation to the character 
level is usually problematic, while recognition performance 
can suffer due to the variety of writing styles. 

Word spotting, or searching for a specific word within a 
document, has been proposed as an alternative to documents 
that are too hard to recognise with acceptable accuracy, or 
where performing full recognition is not necessary [2]. Word 
spotting has been introduced to document processing as an 
adaptation of a related technique used originally in speech 
processing. 

Historical manuscripts comprise a document category that 
poses serious challenges for proper processing of the doc
ument, and documents written in the poly tonic greek script 
are no exception to this rule. Poly tonic greek is a script that 
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has been used to write the greek language throughout various 
stages of its evolution, since the introduction of the script as 
a standard in the late antiquity and up until modern times. 
The poly tonic greek script is based on the greek alphabet, 
and comprises both capital and small versions of the letters, 
plus the addition of special diacritics that are placed above 
or below the respective letters [3]. It has been practically the 
sole script available to write greek until the introduction of 
monotonic greek -a simplified version of poly tonic greek- in 
1982. Thus, it can be well understood that a huge amount of 
both handwritten as well as machine-printed documents exists 
in poly tonic greek. 

Not much work in the literature of text understanding is 
targeted to poly tonic greek, albeit the volume and academic 
importance of many of the available texts. Commercial OCR 
systems do exist for monotonic, printed greek, but processing 
of poly tonic printed text is known to give poor results [4]. 
Word spotting techniques that use learning-free, zoning fea
tures are proposed in [4], [5]. The elaboration of recognition 
or spotting techinques for poly tonic greek handwritten texts 
remains a challenge largely unaddressed. One exception to this 
rule is [6], where an OCR system for early christian greek 
documents is proposed. The target documents are written in a 
form of poly tonic greek, but the proposed model is finetuned 
towards the specific writing style and conventions of the given 
era and context, thus constraining its scope of use. 

In this paper we present a method for word spotting and 
recognition of handwritten and machine-printed documents 
written in poly tonic greek. The work presented in this paper is 
largely based on the state-of-the-art model that was presented 
in [1] and won the segmentation-based track at the recent H
KWS 2014 word spotting competition [7]. The current work 
can essentially be seen as an extension of this previous work 
for the poly tonic greek script. In [1], a learning-based model 
is presented for segmentation-based word spotting. A training 
set is required, where each word image is to be supplied 
with a transcription. The word image data is used to create 
a Fisher Vector (FV) descriptor [8], while the transcription is 
used to create a histogram-based descriptor that the authors 
name Pyramidal Histogram of Characters (PHOC). PHOC 
records essentially the appearance of a specific letter in the 
transcription, a strategy that builds on the concept of attribute
based models used for natural image understanding in the 
related literature [9]. The two descriptor sets are used together 
to learn a projection to a new space and create a new, single 
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descriptor based on the scaled output of a structured SVM. The 
output fixed-length descriptors can then simply be compared to 
each other and to descriptors from a test set using the Euclidean 
distance. The result is efficient word spotting, which when 
coupled with a lexicon can be used for word recognition. Also, 
due to the attribute-based structure of the model, words that 
do not appear in the training set can also be retrieved and/or 
recognized. In [10], a closely related model to [1] is proposed 
for text recognition, and a completely analogous transcription 
descriptor is used in the same spirit with the PHOCs of [1]. 

The transcription descriptor (PHOC) proposed in [1] is 
script and language-dependent, as it is comprised of a bin for 
each script character plus bins for the most likely language 
bigrams. This means that there can be no comparison between 
words of different scripts and/or languages and that adaptation 
to complex scripts such as the poly tonic greek script, that 
also comprise diacritics of various types, is not necessarily 
straightforward. In this paper, we address the latter issue. We 
propose and compare three different ways to extend PHOC 
to poly tonic greek, and with it the model of [1]. We test the 
proposed scheme on word spotting trials, over handwritten as 
well as machine printed greek documents. The results show 
superior performance compared to state-of-the-art learning
free methods. We also showcase the model's performance on 
word recognition, a task which, to the best of our knowledge, 
has not been yet addressed in the case of handwritten poly tonic 
greek text. 

The structure of the remainder of the paper is as follows. In 
section II, we review the basic components of model, the image 
and transcription representations, and the model mechanism. 
In section III, we concisely present the poly tonic greek script, 
its diacritics and particularities, and describe alternative ways 
to model it in the form of an extended PHOC descriptor. 
Experimental results on word spotting and recognition are 
presented in section IV , whereas conclusions are discussed in 
section V.  

I I .  BASE MODEL DESCRIPTION 

In this section we review the data representation and 
pipeline of the model introduced in [1]. The basic framework to 
represent word images is the Fisher Vector description [8]. We 
assume that our input is already segmented at word level. For 
each image we extract dense SIFT descriptors [11]. A Gaussian 
mixture model (GMM) is trained using SIFT descriptors from 
all input images, and Fisher vectors are calculated for each 
image as a function of their SIFT description and the gradients 
of the GMM with respect to its parameters. This results to a 
fixed-length, highly discriminative representation, that can be 
seen as an augmented bag of visual words description that 
encodes higher order statistics. Fisher vectors have been used 
previously with success in various fields of computer vision 
[8], [12]. 

The Fisher vector representation is shown to give good 
results on word spotting when used as a standalone descriptor 
on a Query-by-Example (QBE) setting [1]. However, if the 
presence of a training set of word images is assumed, for which 
ground truth transcriptions are known, a more discriminative 
descriptor can be created. The proposed descriptor is based on 
the concept of attributes, which have recently gained increasing 
popularity in the machine vision literature [9], [13], [14]. 
Attributes are semantic properties defined over images and 

categories, and in effect are used as labels that denote the 
presence or absence of a specific feature. An image attribute 
may be defined for example as, "does this image contain a 
person?", or "is this object brown/shiny/furry?". Attributes also 
allow for zero-shot learning, where new, unseen instances of 
images or classes can be correctly processed. 

In the context of document processing, attributes can be 
defined on word images on the basis of appearance or not of 
a specific letter. The set of attributes each of which is defined 
as a function of the presence or absence of a specific alphabet 
letter in the word can be aggregated to a single multivariate 
binary vector. This descriptor can be duplicated to answer if 
specific letters are found on the first or second half of the 
word, and so on for any partition of the word transcription into 
k equal parts. The subsequent aggregation of higher levels of 
this set of attributes makes up for the Pyramidal Histogram of 
Characters (PHOC) representation, where more attributes are 
added to capture the presence of letter bigrams. In [1], this 
scheme is applied on the 26 letters of the English language 
plus bins for digits and the 50 most frequent bigrams of the 
English language, leading to a 604-variate vector. 

The Fisher vector representation of the word images and 
the PHOC representation of the word transcriptions are sub
sequently combined to create a single, more discriminative 
descriptor. For each variate i of the PHOC vector, a Sup
port Vector Machine (SVM) [15] is trained using all Fisher 
vectors as inputs, labelled according to attribute i. The model 
parameters for each SVM are saved and can be then used 
to calculate attribute outputs for unseen data. Such data are 
typically non-training set data, for which their Fisher vector 
can be computed since it depends on image data, while their 
PHOC vector cannot be computed since the transcription is 
unknown. The output of the Structured SVM model parameters 
given some Fisher vector gives an output attribute vector that 
has the same dimensionality as the PHOC vector. 

Summing things up, for every training point n we would 
have a Fisher vector representation in, a PHOC binary rep
resentation Pn, and an attribute vector representation an. For 
non-training points only the FV representation in and attribute 
vector an is available. The attribute vector can be used as 
a valid feature vector and can be compared against other 
attribute vectors simply by calculating their Euclidean distance, 
making Query by Example (QBE) word spotting possible. 
Also, comparing the PHOC representation of a query against 
attribute vectors is also possible since both vectors are of the 
same dimensionality, allowing for Query by String (QBS) [1]. 
However, in both cases it is desirable to apply a notion of 
scaling or calibration over the PHOC and attribute vectors, 
since (a) PHOC vectors and attribute vectors are not necessar
ily comparable in principle, even if of the same dimensionality, 
(b) vector variates are not necessarily commensurate, since 
training of each element of the Structured SVM is done 
independently from others, leading some of the outputs to 
possibly dominate over the others and (c) the inter-bin corre
lation is not taken into account. In the light of this, Canonical 
Correlation Analysis (CCA) [15] can be applied with the 
PHOC vectors Pn and attribute vectors an as its input views. In 
CCA, a projection is calculated for each view that maximizes 
correlation between vectors in the projected space. Formally, 
we are looking for projection vectors wp, Wa that maximize 
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W;CpaWa 
h C C C arg max , w ere aa , PP' ap are Wp,Wa JW::CaaWaJW� cppwp . 

respectively sample covariance matrices between vectors In 
the set of attribute descriptors, vectors in the set of PHOC 
descriptors, and cross-covariance between the two latter sets. 
In practice, we are looking to combine a series of k optimal 
orthogonal projection vectors Wa l,' .. ,Wa k, Wpl, ... ,Wpk to 
project our views to a k-dimensional space. It can be shown 
that the required projection vectors are given by identifying 
vectors Wa l, ... ,Wa k with the k leading eigenvectors of matrix 
C;;alCapC:;;plCpa, and vectors Wpl," . ,Wpk with the k leading 
eigenvectors of matrix C-ICpa C;;alCap' Embedding inputs to 
an appropriate feature sp:6e before applying CCA is equivalent 
to a kernel version of CCA (KCCA) and has given the best 
experimental results (with a random Fourier feature mapping 
[16], corresponding to a Gaussian kernel embedding [1]). 

III. POLY TONIC WORD DESCRIPTION 

A. Poly tonic greek script 
The poly tonic greek script has been introduced in the late 

antiquity to write the greek language [3]. It is comprised of the 
standard 24 greek letters, in upper-case and lower-case versions 
of the characters. Also, a number of diacritics are used. These 
have originally been introduced in the script with the rationale 
of aiding the reader with proper pronunciation of the words, 
while in later phases of evolution of the greek language they 
have retained largely only an orthographic and etymological 
value. These diacritics are the smooth and rough breathing, 
the accute, grave and circumflex accent, the subscript and the 
diaeresis. A visual example of these diacritics can be seen in 
figure 1. These diacritics can have a combined appearance on 

Diacritic type 
Breathings Smooth 

Rough 
Acute 

Accents Grave 
Circumflex 

Subscript 
Diaeresis 

Fig. 1. Poly tonic greek diacritics. 

, 

, 

-

.. 

Usage examples 
a CmoKuAutjJn 
a lG1;oQiu 
U nUT£Q 
a TOV 
Ii KAu<JlKoD 

q, XQLUTiii 
ij AuiKO<; 

the same character or on the same word, according to a certain 
set of grammatical rules. Further discussion of these rules is 
out of the scope of this paper. 

B. Extending PHOC 
In adapting PHOC to work with poly tonic greek, our basic 

problem is what would be the most efficient way to integrate 
the use of poly tonic diacritics in the word transcription repre
sentation. To this end, we propose three possible alternatives. 
We dub these (i) Atonic PHOC (A-PHOC), (ii) Poly tonic 
Header PHOC (PH-PHOC) and (iii) Mixed Bin PHOC (MB
PHOC). The difference of each one to the other is to the 
number and meaning of the bins used for the descriptor. 

In Atonic PHOC we use 24 bins for letters at the base level 
of the descriptor. Each one corresponds to a single letter of the 
greek alphabet. All letters can appear in two forms, capital or 
lowercase; capital and lowercase letters are therefore merged 
to the same bin, making the model case-insensitive. The letter 
sigma (�, 0") is an exception to this rule, as it can appear 

in one extra form besides its capital and lowercase forms, 
that of the final sigma (�). This is also merged on the same 
bin with the other forms of the letter. We also add bins for 
numerical digits and bigrams. The 50 most frequent bigrams 
of the greek language are added at level 2, and the rest of the 
bins are iterated at levels 2, 3, 4 and 5. Level 1 histograms are 
excluded altogether. The most frequent bigrams are extracted 
by processing a corpus of 34 million greek words (corpus "C", 
[17]). The total number of bins of Atonic PHOC therefore 
sums up to (2 + 3 + 4 + 5) * (24 + 10) + 2 * 50 = 576 bins. 
Poly tonic diacritics are ignored altogether, so a letter with 
no diacritics uses the same bin as the same letter with any 
diacritics added to the letter. In the sense that the descriptor 
bins correspond to letters + digits + bigrams, A-PHOC can 
be understood as the conceptually closest to, or the most 
straightforward adaptation of the standard PHOC descriptor 
of [1] for greek. 

In Poly tonic header PHOC we add information about 
poly tonic diacritics, in the form of a number of extra bins 
added to what we described as Atonic PHOC. These are 7 
bins, each one corresponding to the appearance or not of a 
diacritic in the word. We do not reiterate their use to higher 
levels of the PHOC pyramid. This choice makes the descriptor 
non-spatially aware when it comes to poly tonic diacritics, at a 
gain of smaller descriptor length. The rationale of this choice is 
founded on the fact that many of the diacritics are gramatically 
constrained to appear at fixed positions at the beginning or the 
end of the word, with some rare exceptions. The Poly tonic 
header PHOC is 576 + 7 = 583 bins long. 

With the third proposed alternative, Mixed Bin PHOC, 
we consider each letter, with all combinations of diacritics, 
as a separate case. Our histogram of base does not comprise 
24 bins as in A-PHOC and PH-PHOC, but one bin for each 
combination of letter and poly tonic diacritic. For example, ex 
with no diacritics is assigned to a different bin than ex with 
a smooth breathing, while ex with a smooth breathing and 
an acute accent is assigned to a third bin, and so on. This 
sums up to 128 extra bins to the already existing 24 for the 
plain versions of letters. The size of the descriptor totals to 
(2 + 3 + 4 + 5) * (128 + 24 + 10) + 2 * 50 = 2368 bins. 

IV. EXPERIMENTAL RESULTS 

We have run numerical experiments over databases of 
poly tonic greek documents, both machine-printed and hand
written [18]. For these documents, the original text as well 
as a binarized version of all document pages and word-level 
segmentations along with ground truth transcriptions for each 
word is available [19]. We have available one set of handwrit
ten documents and two sets of machine-printed documents. 
We shall refer to these sets in this work as Memoirs, Gazette 
and Proceedings I . Excerpts from these sets can be seen in 
figures 2 and 3. Our handwritten set, Memoirs, consists of 46 
pages segmented into 4941 word images. The text is written 
by a single author in the late 19th century, and is part of 
the memoirs of Sophia Trikoupi, sister of the important greek 
prime minister Charilaos Trikoupis. The machine printed text 
Gazette consists of 5 pages segmented into 5004 word images. 
This text contains pages taken from the official journal of the 

lThese sets are referred to as GRPOLY-DB-Handwritten, GRPOLY-DB
MachinePrinted-A and GRPOLY-DB-MachinePrinted-B respectively in their 
original publication in [18]. 
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Fig. 2. Handwritten poly tonic text sample, "Memoirs". Excerpt from the 
memoirs of Sophia Trikoupi (1838-1916). 

greek government describing laws and edicts, published from 
the mid-19th to the mid-20th century. The machine printed text 
Proceedings is made up of 33 pages segmented into 26783 
word images and records various speeches delivered in the 
greek parliament within almost the same time period as the 
dataset Gazette. All texts are therefore of historical value, and 
written in the poly tonic greek script. 

Fig. 3. Machine-printed poly tonic text samples. (a) "Gazette". Excerpt from 
the official journal of the greek government. (b) "Proceedings". Excerpt from 
the proceedings of the greek parliament. 

We have tested the proposed models in word spotting trials 
as well as in word recognition. In the word spotting scenario, 
we evaluate methods using the Mean Average Precision (MAP) 
benchmark [7] over a selected set of queries taken from each 
database. We choose the set of queries in each case on the 
basis of word length and appearance frequency, following [7]. 
For the handwritten Memoirs set we choose all words that have 
more than 5 letters and 4 instances as queries, for a total of 21 
queries. For the machine-printed Proceedings we choose all 
words that have more than 6 letters and 5 instances as queries, 
for a total of 103 queries respectively. Results for all instances 
of each query class were averaged to calculate the total MAP 
in the QBE word spotting tests. 

We have used two different evaluation settings in our word 
spotting experiments. In the first setting, we train our model 
using a part of the handwritten Memoirs dataset and use the 

rest as our test set (the test set comprises 2000 words 2). Only 
queries that are situated in the test set are used as queries, 
and are matched against only word images within the test 
set. The 21 selected query classes correspond to 50 query 
word image instances. In the second spotting setting, we train 
and test on different texts. We train our model using the full 
Gazette set and test on the Proceedings set. In this manner, 
the model capability to generalize its training over a different 
test set is also evaluated. While it would be interesting to use 
a similar setting for handwritten texts also, unfortunately only 
one corpus of handwritten poly tonic greek was available to us 
(Memoirs) at the time of writing of this paper, Note also that 
the 103 selected query classes of Proceedings correspond to 
959 query word image instances. 

TABLE I. QBE WORD SPOTTING RESULTS (MAP%). 

Method I Memoirs I Gazelle/Proceeding, I 
A-PHOC 81.8% 52.5% 

PH-PHOC 85.2% 56.6% 
MB-PHOC 96.6% 74.4% 

Adaptive zoning 60.8% 57.8% 
Profiies+DTW 69.6% 62.0% 

Results for our Query-by-Example (QBE) word spotting 
trials can be seen in table I. We also show results comparing 
the proposed schemes against two state-of-the-art methods 
learning-free methods, adaptive zoning [20] and profile fea
tures with Dynamic Time Warping (DTW) [21]. Concerning 
the tests over Memoirs, all proposed schemes outperform 
considerably the learning-free methods. This is not the case 
with the Gazette/Proceedings scenario, where only MB-PHOC 
gives better results than the learning-free methods. This is 
not surprising, since the first scenario uses training and test 
sets taken from the same base document of the same writer, 
Also, performance variance has shown to be high in this latter 
scenario, with parts of the text corresponding to excellent 
results, while others corresponding to very mediocre results. 
We must assume that this variance is related to the similarity 
of the font in the given part of Proceedings, with the fonts used 
in Gazette, which has been used for training. In all cases, PH
PHOC is better than A-PHOC, giving a difference of about 4% 
with A-PHOC, validating the utility of adding the poly tonic 
header bins to the descriptor, at almost the same cost in terms 
of training time. MB-PHOC on the other hand outperforms all 
other methods in all cases with a considerable difference of 
about 11 - 12% from the second winner. 

We have run an experiment to test the robustness of MB
PHOC when used with a specific type of entering string 
queries. We have run Query-by-String (QBS) spotting trials 
on the handwritten Memoirs. We used the same criterion to 
select string queries as the one used for QBE. We compared 
two alternative scenarios for running a QBS query: the first 
scenario assumes the same set of queries as the ones in the 
QBE test, that is using the frequency/length criterion. The 
second scenario assumes the same queries but omitting all 
diacritics from them. These tests correspond to a scenario 
where the end-user of the document retrieval system would be 
unsure of the correct diacritics to use for his query. MB-PHOC 
has given a MAP of 81.3% in the first scenario against 79.6% 
in the second scenario, proving to be quite robust despite the 

2Indices of words used for training, test and validation respectively: 1 -
2000, 2001 - 4000, 4001 - 4941. 
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fact that bins of the same character with and without diacritics 
are, implementation-wise, unrelated. 

We have also run word recognition trials on the handwritten 
dataset. To perform recognition, we use a lexicon that is made 
up of the transcriptions appearing in the full dataset. Each 
PHOC descriptor of the lexicon words, after embedding and 
projecting to the CCA space, is compared to each of the 
words of the test set. This corresponds to a lexicon size of 
2141 unique words. The representation of the lexicon word 
that gives the smallest Euclidean distance is selected as the 
recognized transcription. We used the same training/test set 
settings for the trials performed for word spotting, and the MB
PHOC model. Recognition accuracy is evaluated over the test 
set words, measured as the percentage of correctly recognized 
words. In Memoirs, this amounts to 2000 total words in the 
test set, out of which 1518 have been correctly recognized 
and 482 missed, for a correct word ratio of 75.9%. Note that 
we count as a miss the difference of one or more letters or 
diacritics between the recognized word and the ground truth. 
An example of recognition result can be seen in figA. 

r1 TTopouoio T�� Mr]Tp6� IJO� tKTOTt tetWp�er] 
lmapaiTr]TOC:; de:; Tae:; KOIVWVIKac:; T�C:; Ayyhiae:; 

oUllo9poio£l<; Koi ETTtI15� 1> nOT�p IJO� TTPO Tiie:; 
'E11ovoOlaoEwe:; lil�PXE10 £11i hr] TIle:; liloKOTTlle:; 

TWII IJo9flIJOTWII TWII nOVt11l01flIJiWII nOTpO� Koi 
KOT011l11 noploiwlI E [<; T�II t110X�1I TO[) I16pliou 

rUAtp6pliou, OXI IJQKpaV TOU I\ollliivou OTTOU f,OUXVO<OIl 
TToMa IJEAr] T�<; AYYAIK�e:; aploTOKpOTfl<; WPIO!JEllflll 

Fig. 4. Word recognition result for the excerpt from "Memoirs" shown in 
fig.2. All words are recognized correctly except for the words coloured red. 
Note that in this figure we manually placed the recognition result for each 
segmented word image in a line-to-line and word-to-word correspondence 
with fig.2 to ease comparison of results and ground truth by the reader. 

V. CONCLUSION 

This paper has addressed the problem of word spotting 
and recognition of poly tonic greek texts. We have proposed 
three different ways to adapt the attribute-based model of 
[1] for poly tonic greek, which correspond to three different 
transcription representations. Experiments have shown that 
including information about poly tonic diacritics always gives 
better results. A-PHOC is the most naive adaptation of [1], 
and closest to the original PHOC descriptor in the sense 
that it uses bins for letters, digits and bigrams, completely 
disregarding poly tonic diacritics. The PH-PHOC representa
tion includes poly tonic information using a short information 
header, which is low-cost and character-independent. PH
PHOC outperformed A-PHOC at the price of only a few extra 
variates added in the descriptor. The last proposal, MB-PHOC, 
includes feature vector variates that correspond to all valid 
combinations of letter and diacritic, and has been shown to 
be universally the most efficient choice, albeit with a high 
computational cost in the training phase. It has also shown 
to be robust in the case that a query string comprising no 
diacritics is used. This latter scenario may be very relevant 
today, if one takes into account the declining familiarity of 
users of modern greek with the poly tonic greek script. Finally, 
we have used our model adaptation for recognition. To the 
best of our knowledge, this is the first work to succesfully 
address this problem for unconstrained handwritten poly tonic 
greek texts. 
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