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Abstract Recognition of old Greek manuscripts is
essential for quick and efficient content exploitation of
the valuable old Greek historical collections. In this
paper, we focus on the problem of recognizing early
Christian Greek manuscripts written in lower case let-
ters. Based on the existence of closed cavity regions in
the majority of characters and character ligatures in
these scripts, we propose a novel, segmentation-free, fast
and efficient technique that assists the recognition pro-
cedure by tracing and recognizing the most frequently
appearing characters or character ligatures. First, we
detect closed cavities that exist in the character body.
Then, the protrusions in the outer contour outline of the
connected components that contain the character closed
cavities are used for the classification of the area around
closed cavities to a specific character or a character lig-
ature. The proposed method gives highly accurate re-
sults and offers great assistance to old Greek
handwritten manuscript OCR. We also provide addi-
tional OCR applications that not only prove the
robustness of the proposed method but also demonstrate
its generic flavor in case segmentation and text location
tasks are very difficult to perform.

Keywords Handwriting recognition Æ Character
recognition Æ Segmentation-free Æ Feature extraction Æ
Historical document recognition Æ Old manuscript
recognition

Originality and contribution

In this paper, we present a novel methodology that as-
sists old Greek handwritten manuscript OCR contrib-
uting to the cultural heritage conservation. We focus on
early Christian Greek manuscripts written in lower case
letters. Traditional techniques for handwritten recogni-
tion cannot be applied in a straight forward manner to
our case, since early Christian Greek manuscripts ex-
plore several unique characteristics, such as continuous
connection between characters, even between different
words. Global or segmentation approaches for hand-
written character recognition cannot be applied to our
case, since individual words or characters cannot be
detected. Several segmentation-free approaches that do
not involve any segmentation task are based on signifi-
cant geometric features, such as short line segments,
enclosed regions and corners. Instead, we propose a
novel method whose originality is based on two aspects.
First, a novel segmentation-free approach based on the
detection of the closed cavities, is proposed. This aids in
the proposed character representation since the closed
cavities exist in the majority of characters and character
ligatures. Second, novel features are used that are based
on the protrusions in the outer contour of the connected
components that contain closed cavities. Experimental
results show that the proposed method gives highly
accurate results and offers great assistance to old Greek
handwritten manuscript interpretation. Furthermore, we
also provide additional OCR applications that not only
prove the robustness of the proposed method but also
demonstrate its generic flavor in case that segmentation
and text location tasks are very difficult to perform.

1 Introduction

Recognition of old Greek manuscripts is essential for
quick and efficient content exploitation of the valuable
old Greek historical collections. In this paper, we focus
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on early Christian Greek manuscripts written in lower
case letters. Specifically, our principal concern consti-
tutes the Sinaitic Codex Number Three, which contains
the Book of Job, one of the best Greek manuscripts and
one of the major masterpieces of world literature (see
Fig. 1a). Written in Hebrew initially, the Book was
translated into Greek approximately in the 3rd century
BC for the sake of the Hellenized Hebrews of Alexandria.

In the field of handwritten character recognition great
progress has occurred during the past years [1]. Many
methods were developed for a variety of applications
like automatic reading of postal addresses [2, 3], fax
forms [4] and bank checks [5, 6], form processing, etc. In
the literature, two main approaches can be identified: the
global approach [7, 8] and the segmentation approach
[9, 10]. The global approach entails the recognition of
the whole word while the segmentation approach re-
quires that each word has to be segmented into letters.

In the segmentation approach, the crucial step is to
split a scanned bitmap image of a document into indi-
vidual characters. Many segmentation algorithms have
been proposed for handwritten words and digits. Lu and
Shridhar have reviewed various techniques for the seg-
mentation of handwritten characters [11]. Xiao and
Leedman proposed a segmentation method based on
certain knowledge of the handwriting [12] while
Plamondon and Privitera introduced a segmentation
method that partly simulates the cognitive-behavioral
process used by human beings in order to recover the
temporal sequence of the strokes that composed the
original pen movement [13]. Chi et al. proposed a con-
tour curvature-based algorithm to segment single- and
double-touching handwritten digits strings [14]. Zhao
et al. proposed a two-stage approach to segment
unconstrained handwritten Chinese characters [15]. In
their algorithm, a character string is first coarsely seg-
mented on the basis of the background skeleton, a ver-
tical projection and a set of geometric features. All
possible segmentations paths are evaluated by using the
fuzzy decision rules learned from examples discarding
unsuitable segmentation paths.

Global approaches avoid character segmentation,
looking at words as entities using statistical methods
to classify word samples [16]. Holistic strategies em-
ploy top–down approaches for recognizing the whole
word, thus eliminating the segmentation problem [17–
19]. In these strategies, global features extracted from
the entire word image are used for the recognition of
limited size lexicon. As the size of the lexicon becomes
larger, the complexity of algorithms increases linearly
due to the need for a larger search space and a more
complex pattern representation. Although the global
approaches are referred in the literature as ‘‘segmen-
tation-free’’ approaches, they involve a word detection
task.

Some approaches that do not involve any segmenta-
tion task are based on concepts and techniques that have
been used in object recognition with occlusions [20, 21].
According to these approaches, significant geometric
features such as short line segments, enclosed regions
and corners are extracted from a fully unsegmented raw
document bitmap by methods like template matching
[22, 23], peephole method [24], n-tuple feature [25, 26]
and hit-or-miss operator [27].

Traditional techniques for handwriting recognition
cannot be applied to early Christian Greek manuscripts
written in lower case letters, since continuity between
characters of the same or consecutive words does not
permit character or word segmentation.

Furthermore, the aforementioned manuscripts entail
several unique characteristics as in the following:

– High-script standardization: although, we refer to
handwritten manuscripts, the corresponding charac-
ters are highly standardized since the manuscripts are
immediate predecessors of early printed books.

– Frequent appearance of character ligatures: frequent
appearance of closed cavities in the majority of
character and character ligatures. As shown in
Fig. 1b, closed cavities appear in letters ‘‘a’’, ‘‘o’’, ‘‘r’’,
‘‘e’’, ‘‘d’’, ‘‘x’’, ‘‘p’’, ‘‘h’’, ‘‘/’’ as well as in letter
ligatures ‘‘rp’’, ‘‘er’’ etc. These constitute 60% of

Fig. 1 a Early Christian Greek
manuscript; b Identified
characters or character ligatures
that contain closed cavities
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complete character set used in a typical old Greek
manuscript.

The continuity between characters of the same or
consecutive words guided us to develop a segmenta-
tion-free recognition technique as a fundamental
assistance to old Greek handwritten manuscript OCR.
Based on the existence of closed cavities in the majority
of characters and character ligatures, we propose a
technique for the detection and recognition of charac-
ters that contain closed cavities. It is a novel method
whose originality is based on two aspects. First, a novel
segmentation-free approach is used based on the
detection of the closed cavities. This aids in the pro-
posed character representation since the hole regions
exist in the majority of characters and character liga-
tures. Second, novel features are used that are based on
the protrusions in the outer contour of the connected
components that contain closed cavities. In Fig. 2, a
flowchart of the proposed handwritten recognition
system is shown.

Furthermore, we also provide additional OCR
applications that not only prove the robustness of the
proposed method but also demonstrate its generic flavor
in case segmentation and text location tasks are very
difficult to perform.

The proposed methodology does not aim at a com-
plete character recognition system for old Greek
manuscripts. It aims rather at an assessment of the
recognition procedure by detecting and recognizing the
most frequently appearing characters or character liga-
tures, using a segmentation-free, quick and efficient ap-
proach.

2 Methodology

The proposed methodology consists of several distinct
stages. First, we apply a binarization and image
enhancement technique to get an improved quality
black and white (B/W) image. Second, we trace closed
cavities that exist in character bodies. We suggest a
novel fast algorithm based on processing the white runs
of the initial B/W image. This algorithm permits the
extraction of the character-closed cavities but rejects
closed cavities of larger dimension, such as closed
cavities inside frames, diagrams, etc. In the next step,
all closed cavities in characters are initially grouped
into several categories based on their spatial proximity
and topology. In this way, character closed cavities are
classified as: a single closed cavity, two horizontal
neighboring closed cavities, three horizontal neighbor-
ing closed cavities, four horizontal neighboring closed
cavities, two vertical closed cavities and two vertical
neighboring patterns that consist of a single closed
cavity and two neighboring closed cavities (see Ta-
ble 1). The final stage of our approach concerns clas-
sification of the aforementioned closed cavity patterns
into a character or a ligature. It is based on the pro-
trusions that appear in the outer contour outline of the
connected components which contain the character
closed cavities. The proposed novel recognition meth-
odology and the initially applied binarization and im-
age enhancement tasks are fully described in the
following sections.

2.1 Image binarization and enhancement

Binarization is the starting step of most document
image analysis systems and refers to the conversion of
the gray-scale image to a binary image. Since histori-
cal document collections are most of the times of very
low quality, an image enhancement stage is also
essential. The proposed scheme for image binarization
and enhancement is described in [28] and consists of
five distinct steps: a preprocessing procedure using a
low-pass Wiener filter, a rough estimation of fore-
ground regions using Niblack’s approach [29], a
background surface calculation by interpolating
neighboring background intensities, a thresholding by
combining the calculated background surface with the
original image and finally a postprocessing step that
improves the quality of text regions and preserves
stroke connectivity. An example of the image

Image binarization and 
enhancement

N closed cavities detection

Image

i = 1

Feature extraction for closed
cavity i

Recognition of closed cavity
i

i <= N
Yes

End
No

i = i+1

Fig 2 Flowchart of the handwritten recognition system
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binarization and enhancement result is demonstrated
in Fig. 3.

2.2 Character-closed cavity detection

Several closed cavity detection algorithms exist, mainly
based on contour following techniques that distinguish
the external from internal contours [30, 31]. We suggest
a novel fast algorithm for closed cavity detection based
on processing the white runs of the B/W image. In the
following, a step-by-step description of the proposed
algorithm, is given.

Step 1. All horizontal and vertical images white runs that
neighbor with image borders or have a length greater
than L, get flagged, where L denotes a typical length
which reflects character size. The proposed algorithm for
closed cavity detection extracts only the character closed
cavities and not other closed cavities of larger dimen-
sion, with white run length greater than L, such as closed
cavities inside frames, diagrams etc.
Step 2. All horizontal and vertical white runs of non-
flagged pixels that neighbor with the flagged pixels of
step 1, get flagged as well.

Step 3. Repeat step 2 until no pixel remains to be flag-
ged.
Step 4. All remaining white runs of nonflagged pixels
belong to image closed cavities. Closed cavities with very
small area are ignored.A pseudo-code of the proposed
closed cavity detection algorithm is given in Fig. 4, and a
demonstration of the above algorithm is shown in
Fig. 5.

In early Christian Greek manuscripts, a single char-
acter or character ligature may contain more than one
closed cavities. Therefore, it is imperative to examine
whether the detected closed cavities can be grouped to-
gether. This is done by taking into account their spatial
proximity and topology leading to the construction of a
dictionary. Table 1 shows the proposed dictionary
structure. At the last row of this Table, we indicate the
corresponding characters and character ligatures.

2.3 Character detection

Feature extraction is applied to characters that contain
one or more closed cavities. The proposed method for
character isolation creates a bounding box around the

Table 1 The proposed dictionary for closed cavity patterns

Fig. 3 Image binarization and
enhancement example. a
Original gray scale image; b B/
W image resulting after
binarization; c Final image after
image enhancement
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character guided by the spatial relationship between the
contours of the closed cavity and the outer contour of
the connected component. The coordinates of these
contours can be extracted by using a contour following
algorithm [31]. Figure 6 shows a part of an image con-
sisting of three connected components each one having
one closed cavity.

Let H ¼ xHi ; y
H
i

� �
; i 2 [1; n]

� �
; be the set of the pixel

coordinates, that composes the contour of the closed
cavity and C ¼ xCi ; y

C
i

� �
; i 2 [1,m�

� �
; be the set of the

pixel coordinates belonging to the outer contour of the
character.

We define the distance between the closed cavity and
the connected character component as:

DðH; CÞ ¼ max
i
fmin

j
f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxHi � xCj Þ

2 þ ðyHi � yCj Þ
2

q
gg ð1Þ

Calculating D(H; C) and using pixel coordinates
which compose the contour of the closed cavity, it is
easy to isolate the pixels of the connected character
component contained in an adaptive bounding box W
with the following top-left (xTL,yTL) and bottom right
corner coordinates (xBR,yBR):

Fig. 5 Demonstration of closed
cavity detection algorithm:
a–e resulting image after 1,2,3,4
and 5 iterations, respectively

Fig. 4 Pseudocode of the closed
cavity detection algorithm
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Fig. 7 shows the contours of the component with the
respective windows W around the closed cavities.

2.4 Feature vector estimation

The feature vector estimation stage aims at constructing
a feature vector corresponding to each cavity pattern, by
identifying all segments that belong to a protrusion in
the outer contour of each isolated cavity pattern. It is
applied in two consecutive modes: a vertical and a hor-
izontal mode. The vertical mode is used to describe the
protrusible segments that may exist either at the top or
at the bottom of the character while the horizontal mode
is used to describe the protrusible segments that may
exist on the right side of the character (see Figs. 8, 9).
The feature set which is composed of nine features F
={f1, f2,..., f9} expresses the probability of a segment
being part of a protrusion. Features {f1, f2, f3} describe
the protrusible segments that may appear on the top of
the character, features {f4, f5, f6} describe the protrusible
segments that may exist at the bottom of the character
and features {f7, f8, f9} describe the protrusible segments
that may exist on the right side of the character. We have

not taken into account segments that may belong to left
protrusions, due to our observation that in all cases they
correspond to a letter ligament rather than to the main
body of a character. A sound example is given in Fig. 7
in the case of Greek character ‘‘r’’.

The feature vector is generated in three distinct steps:

2.4.1 Step 1: Bounding box division into blocks

In vertical mode we compute the mean value Y of all
yH-coordinates of H set, which is denoted as:

Y ¼ 1

n

Xn

i¼1
yHi ð3Þ

We divideW into three areas of equal width and assign a
divide line F(x)=Y as it is shown in Fig. 8a, resulting in
six blocks R1,...,R6.

Furthermore, for the horizontal mode we compute
the mean value X of all xH-coordinates of H set, which
is denoted as:

X ¼ 1

n

Xn

i¼1
xHi ð4Þ

Similarly, we divide W into three areas of equal height
and assign a divide line F(y)=X as it is shown in Fig. 9a,
resulting in extra six blocks {R7,...,R12}.

2.4.2 Step 2: Block correction

In order to describe the pixels of a protrusible segment,
ignoring the other pixels of the character, the process
must be restricted to the upper side of blocks Ri with
i2[1,3], to the lower side of blocks Ri with i2[4,6], and to
the right most side of blocks Ri with i2[7,9]. Blocks R10,
R11, R12 are not used for feature extraction because any
protrusion in these regions is a letter ligature rather than
a dominant part of the character. Thus, for each block,
we compute an offset (Pi) to the divide line at the cor-
responding mode (see Figs. 8b, 9b). This leads to a new
assignment of the block area that is different for each
block that initially partitioned the bounding box. The

xTL ¼
min

i
(xCi )

min
i

(xCi )� 2 � DðH; C)

8
<

:

If min
i
ðxCi Þ > min

i
ðxH

i Þ � 2 � DðH ; CÞ

otherwise

yTL ¼
min

i
(yCi )

min
i

(yHi )� 2 � DðH; C)

8
<

:

If min
i
ðyCi Þ > min

i
ðyH

i Þ � 2 � DðH ; CÞ

otherwise

xBR ¼
max

i
(xCi )

max
i

(xHi )þ 2 � DðH; C)

8
<

:

If max
i
ðxCi Þ < max

i
ðxH

i Þ þ 2 � DðH ; CÞ

otherwise

yBR ¼
max

i
(yCi )

max
i

(yHi )þ 2 � DðH; C)

8
<

:

If max
i
ðyCi Þ < max

i
ðyH

i Þ þ 2 � DðH ; CÞ

otherwise

ð2Þ

Fig. 6 A part of an image consisting of three connected compo-
nents each one having one closed cavity

Fig. 7 The contours of the component with the respective adaptive
bounding box around each closed cavity. a Greek character ‘‘r’’, b
Greek character ‘‘a’’, c Greek character ‘‘e’’

310



corrected blocks will delimit the area for the block-based
feature computation.

The offset, at the vertical mode Pyi

� �
and the hori-

zontal mode Pxið Þ is calculated as follows:

whereHRi ¼ f (x
HRi
j ; y

HRi
j ) � H; j 2 ½1; nRi �; i 2 ½1; 9�g are

the sets of the pixel coordinates, which constitute the
part of the closed cavity contour depicted in block Ri.

2.4.3 Step 3: Block-based feature computation

In this step, we estimate the directions of the contour
pixels by taking into account pairs of adjacent pixels
during a clockwise tracing of the outer contour. Hence,
for each pixel j of the contour we determine the local

orientation of the contour Sj, taking nominal values
from the set fW ; SW ; S; SE;E;NE;N ;NW g: Once the
directions are evaluated the proposed feature fi is defined
as follows:

fi ¼
1

DðH; CÞ
Xmi

j¼1
gi si

j

� �
ð6Þ

where gi(Æ) is a function depending on the orientation of
the pixel and the block considered and mi is the total
number of pixels of the outer contour inside block SRi.
The term DðH; CÞ is used as a normalization factor
allowing the feature to be invariant with respect to char-
acter scaling. The gi(Æ) values are explicitly defined in

Pyi ¼

8
<

:

min
j

(y
HRi
j )� D(HRi ; C) if (HRi 6¼ null) _ (i 2 [1; 3])

max
j

(y
HRi
j )þ D(HRi ; C) if (HRi 6¼ null) _ (i 2 [4; 6])

HRi if HRi ¼ null

Pxi ¼
max

j
(x
HRi
j )þ D(HRi ;C) if (HRi 6¼ null) _ ði 2 [7, 9])

D(HRi ; C) if HRi ¼ null

(
ð5Þ

Fig. 9 Horizontal mode. a Regions R7, R8, R9 defined by F(y). b Sub-regions SR7, SR8, SR9 defined by the Pxi offsets respectively. c The
values of features f7, f8, f9 for the segmented Greek letter ‘‘e’’

Fig. 8 Vertical mode. a Region R1, R2,...,R6, defined by the F(x). b Sub-regions SR1, SR2,...,SR6 defined by Pyi offsets respectively. c The
values of features f1...f6 for the segmented Greek letter ‘‘e’’
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Table 2. They determine a unique pixel template for each
block i that expresses the expected local orientation of the
corresponding contour pixels. During contour following,
gi(Æ) equals 1 when the examined pixel belongs to either a
vertical or a horizontal protrusible segment, otherwise it
equals 0. Extension of the above procedure for characters
having more than one closed cavity is straightforward.
Multiple closed cavities are treated as one after a merging
process which preserves the initially topology.

An example of the estimated features for characters
having one or two closed cavities is given in Fig. 10.

In this figure, our graphical user interface that concern
feature estimation, is shown. One may observe a set of
nine cells which enable the visualization of feature
values. Each cell position corresponds to the position
of the respective protrusible segment in the set F. A
pseudo-code of the above procedure is given in
Fig. 11.

3 Experimental results

In this section, we describe the experimental procedure
used to evaluate the proposed method, when applied to
old Greek manuscripts, and discuss the experimental
results. The corpus used for the experiments as well as its
training and testing set partitions are analyzed in
Sect. 3.1. Due to the modularity of the proposed algo-
rithm, two distinct kinds of experiment sets were con-
ducted: one for closed-cavity pattern detection and a
second for cavity-based character recognition, based on
previously found closed-cavity patterns. These experi-
ments are presented separately in Sect. 3.2 and 3.3,
respectively.

Fig. 10 Feature estimation
examples: a features for
characters ‘‘a’’, b features for
characters ‘‘o’’ and (c) features
for characters ‘‘x’’

Table 2 gi(Æ) in 8-connectivity contour following
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3.1 The corpus

The corpus used for the experiments originates from
three different writers of the Book of Job collection (see
Sect. 1), henceforth called wr1, wr2 and wr3. The

inclusion of different writers allowed testing the
robustness of the proposed method against different
writing styles. To reliably assess our method, we man-
ually annotated the corpus, by labeling all instances of
characters—or character ligatures—containing closed

Fig. 11 Pseudocode of the
feature vector generation
algorithm

Table 3 The dictionary of
closed cavity patterns including
the number of pattern
occurrences
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cavities, arranged in some pattern, as discussed in Sect.
2. Table 3 shows the number of occurrences of each
cavity pattern in the dataset. Notice that the vast
majority of patterns are those having either one or two
adjacent closed cavities. Overall, the number of charac-
ters and character ligatures labeled were 967 and they
approximately correspond to 60% of the complete
character set.

Since our ultimate goal is applying the proposed
algorithm to an important number of documents, the
experiments were oriented towards assessing how robust
the method is against unseen data and how much
training is required. Since the cavity pattern detection

method does not require any training, the last issue
concerns primarily the assessment of the proposed fea-
ture generation method. Namely, we assessed our
method using five different partitioning scenarios, sum-
marized in Table 4. The first two scenarios consisted in
training using 10% (respectively 20%) of the characters
of the first two authors and testing using the other 90%
(respectively 80%) of the same authors. The other three,
consisted in training using a part of the data coming
from the first two authors (10, 20 and 100%) and testing
using the totality of data coming from the third author.

3.2 Evaluation of the closed cavity pattern detection
method

The first experiment was conducted to test the perfor-
mance of the closed cavity pattern detection algorithm.
Since this algorithm does not require any training, there
had been no need for using the abovementioned sce-
narios. Instead, all the available labeled samples were
used as a test set. We recall that the dataset involved in
our experiments have been preprocessed with a binari-
zation and image enhancement algorithm, as it described

Table 4 Training set/Test set
configuration for the CL1 and
CL2 datasets

ID Samples Training Test

CL1-1 754 70 (10% wr1, wr2) 684 (90% wr1, wr2)
CL1-2 754 147 (20% wr1, wr2) 607 (80% wr1, wr2)
CL1-3 479 147 (20% wr1, wr2) 332 (100% wr3)
CL1-4 402 70 (10% wr1, wr2) 332 (100% wr3)
CL1-5 1086 754 (100% wr1, wr2) 332 (100% wr3)
CL2-1 123 12 (10% wr1, wr2) 111 (90% wr1, wr2)
CL2-2 123 24 (20% wr1, wr2) 99 (80% wr1, wr2)
CL2-3 73 12 (10% wr1, wr2) 61 (100% wr3)
CL2-4 85 24 (20% wr1, wr2) 61 (100% wr3)
CL2-5 184 123 (100% wr1, wr2) 61 (100% wr3)

Table 5 Recall/Precision for the characters or character ligatures in
each of the closed cavity patterns

ID Recall (%) Precision (%)

1 95.81 97.42
2 94.61 86.62
3 100.00 53.85
4 100.00 100.00
5 84.37 96.43
6 87.50 100.00

Table 6 Algorithmic performance for the CL1 dataset. Numbers in parenthesis represent the parameters used for achieving the optimal
scores. The ID column corresponds to the different scenarios as shown in Table 4. For the SVM kernel, the number of support vectors
found is also given

ID KNN-L1 KNN-L2 SVM-rbf

CL1-1 90.49 (k=1) 90.78 (k=1) 93.42 (c=0.94, c=50, SVs=45)
CL1-2 94.06 (k=1) 93.73 (k=1) 95.05 (c =0.98, c=50, SVs=62)
CL1-3 97.89 (k=2) 97.59 (k=2) 97.89 (c =0.04, c=50, SVs=63)
CL1-4 94.27 (k=1) 96.08 (k=1) 97.28 (c =0.2, c=100, SVs=42)
CL1-5 98.19 (k=10) 98.19 (k=4) 98.49 (c =0.8, c=1, SVs=216)

Table 7 Algorithmic performance for the CL2 dataset. Numbers in parenthesis represent the parameters used for achieving the optimal
scores. The ID column corresponds to the different scenarios as shown in Table 4.

ID KNN-L1 KNN-L2 SVM-rbf

CL2-1 95.49 (k=1) 93.69 (k=1) 94.59 (c =0.1, c=10, SVs=9)
CL2-2 93.93 (k=1) 92.92 (k=1) 94.94 (c =0.1, c=20, SVs=10)
CL2-3 100.0 (k=1) 100.0 (k=1) 100.0 (c =0.1, c=10, SVs=9)
CL2-4 98.36 (k=6) 95.99 (k=1) 100.0 (c =0.1, c=10, SVs=11)
CL2-5 96.72 (k=1) 98.36 (k=1) 100.0 (c =0.1, c=10, SVs=24)
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in Sect. 2.1. Thus, detection was conducted on images of
improved quality (see Fig. 3).

Table 5 shows the results obtained by applying the
algorithm, indicating the recall and the precision rates
for each one of the closed cavity patterns. Recall is the
number of correct closed-cavity patterns found divided
by the total number of existing closed-cavity patterns.
Precision is the number of correct closed-cavity patterns
found divided by the total number of closed-cavity
patterns found. The overall accuracy on cavity pattern
detection is 95.2%.

Table 9 Confusion matrix for the scenario CL2-1.

p er x

p 48 0 6
er 0 2 0
x 0 0 55

Fig. 12 Example of
Application (I): a original gray
scale image, b B/W image after
enhancement and c estimated
areas that contain closed
cavities

Table 8 Confusion matrix for the scenario CL1-1.

a e o r q d

a 170 9 0 0 1 1
e 6 119 0 0 0 1
o 1 0 155 0 2 0
r 5 6 0 106 0 0
q 0 0 3 0 65 0
d 0 2 9 0 0 22

Fig. 13 Feature estimation: a features for characters ‘‘a’’, b features
for characters ‘‘d’’, c features for characters ‘‘g’’
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3.3 Evaluation of character and character ligature
recognition

The second set of experiments was conducted to evaluate
the feature vector generation method. The feature vector
is used to classify a previously detected closed-cavity
pattern to a character or character ligature. Evaluation
was done by measuring the classification accuracy of
two popular classification algorithms trained and tested
using the generated feature vectors: the K-NN [32]
classifier and support vector machines (SVMs) using the
rbf kernel [33, 34]. K-NN was used in two variants, with
L1 norm and L2 norm. The use of several essentially
nonparametric classifiers was made to ensure that eval-
uation of the feature vector does not depend on a par-
ticular classification scheme. Moreover, a systematic
search took place in order to determine the optimum
values of parameters, i.e., the number of neighbors (k)
for the K-NN algorithm and the rbf-variance (c) and
cost (c) parameter of the SVM.

Notice that the feature vector step is important only
when several characters correspond to the same cavity
pattern. Namely, the last three cavity patterns listed in
Table 1 correspond one-by-one to some specific char-

acter or character ligature and, hence, there is no need
for further classification. As a result, the experiments
concentrated on the classification of the first two cavity
patterns listed in Table 1 (IDs 1 and 2, respectively),
which do correspond to a variety of characters. Namely,
two distinct classification tasks were defined: (a) classify
pattern with ID 1 to one among six characters (a, o, e, r,
q, d) and (b) classify patterns with ID 2 to one among 3
characters (p, x, er). Each task was tested using five
different training/testing partitions, as discussed in Sect.
3.1.

The summary of classification results for both the
tasks using each partitioning scenario along with the
optimum classifier parameters, are listed in Tables 6 and
7, respectively. Notice that the scores achieved in both
datasets were very high even in cases where the samples
were few. This particular aspect is very encouraging,
since it proves the good generalization performance of
the algorithms.

To gain further insight, we present two confusion
matrices corresponding to the first and second classifi-
cation tasks, resulting by testing the SVM classifier using
the first partitioning scenario. The matrices, shown in
Tables 8 and 9, indicate the points of confusion between

Fig. 14 Example of
Application (II): a original gray
scale image, b B/W image after
enhancement and c estimated
areas that contain closed
cavities
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characters. In particular, Table 8 shows the confusion
matrix for the first classification task. It can be noticed
that we get certain cases of misclassifications. In par-
ticular, characters ‘‘a’’ and ‘‘e’’, are mutually misclassi-
fied nine (9) and six (6) times, respectively. Character
‘‘d’’ is misclassified as ‘‘o’’ nine (9) times, while character
‘‘r’’ is misclassified as ‘‘a’’ and ‘‘e’’ five (5) and six (6)
times, respectively. Table 9 shows the confusion matrix
for the second classification task. It can be noticed that
the only misclassification occurs for character ‘‘p’’ which
is classified as ‘‘x’’ six (6) times.

4 Other applications

The proposed methodology can be applied to several
OCR tasks where conventional recognition techniques
may fail. These tasks mainly concern document images
that cannot be easily segmented into words or letters. In
this section, we present three representative examples of
applying our segmentation-free methodology in order to
assist recognition. More specifically, we examine the
following applications:

(I) Cursive handwritten document recognition;
(II) Low-quality machine printed document recogni-

tion;
(III) Reading text information from maps.

In Fig. 12, a representative cursive handwritten doc-
ument for Application (I) is presented. After binariza-
tion and image enhancement (Fig. 12b), all the closed
cavities are marked (Fig. 12c). As we can observe from
Fig. 13, several letters such as ‘‘a’’, ‘‘d’’ and ‘‘g’’ can be
successfully recognized since the dominant estimated
features (depicted in circles in Fig. 13) can provide the
desired discrimination.

As a representative example for Application (II), a
low-quality machine printed document was selected
from the old newspaper collection of the Library of
Congress [35]. As we can see in Fig. 14, after binariza-
tion and image enhancement, we get a B/W image that
contains several closed cavities. Suitability of the ex-
tracted features is exemplified in Fig. 15.

Application (III) concerns text extraction and rec-
ognition from maps. The proposed algorithm has been
proved very efficient for this application since the

Fig. 15 Feature estimation:
a features for characters ‘‘o’’,
b features for characters ‘‘p’’,
c features for characters ‘‘d’’
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segmentation and text location task is very difficult to be
applied. In Fig. 16, the closed cavities detection algo-
rithm is demonstrated on a map image coming from the
collection of MediaTeam Document Database II [36].
Suitability of the extracted features is exemplified in
Fig. 17.

5 Conclusions and future work

In this paper, we present a novel methodology that as-
sists recognition of early Christian Greek manuscripts.
We do not provide a solution for a complete character
recognition system but we strive toward an assessment
of the recognition procedure by tracing and recognizing
the most frequently appearing characters or character
ligatures, using a segmentation-free, quick and efficient
approach. Based on the observation that closed cavities
appear in the majority of characters and character
ligatures, we propose a recognition technique that con-
sists of several distinct stages. Experimental results show
that the proposed method gives highly accurate results
that offer a great assistance to old Greek handwritten
manuscript interpretation. Additionally, applying our
methodology to other OCR applications such as cursive

handwritten recognition, low-quality machine printed
character recognition or text location and recognition in
map images, we not only prove the robustness of the
proposed method but we also demonstrate its generic
flavor in case that segmentation and text location tasks
are very difficult to perform.

Future work involves the detection and recognition
of the remaining old Greek handwritten character and
character ligatures that do not include closed cavities, as
well as the testing of the performance of the proposed
technique for other types of old handwritten historical
manuscripts.
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