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In this paper, we present a methodology for off-line handwritten character recognition. The proposed

methodology relies on a new feature extraction technique based on recursive subdivisions of the

character image so that the resulting sub-images at each iteration have balanced (approximately equal)

numbers of foreground pixels, as far as this is possible. Feature extraction is followed by a two-stage

classification scheme based on the level of granularity of the feature extraction method. Classes with

high values in the confusion matrix are merged at a certain level and for each group of merged classes,

granularity features from the level that best distinguishes them are employed. Two handwritten

character databases (CEDAR and CIL) as well as two handwritten digit databases (MNIST and CEDAR)

were used in order to demonstrate the effectiveness of the proposed technique. The recognition result

achieved, in comparison to the ones reported in the literature, is the highest for the well-known CEDAR

Character Database (94.73%) and among the best for the MNIST Database (99.03%)

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Optical Character Recognition (OCR) is a field of research in
pattern recognition, artificial intelligence and machine vision. It
refers to the mechanical or electronic translation of images of
handwritten, typewritten or printed text into machine-editable
text. Nowadays, the accurate recognition of machine printed
characters is considered largely a solved problem. However,
handwritten character recognition is comparatively difficult,
as different people have different handwriting styles. So,
handwritten OCR is still a subject of active research.

A widely used approach in OCR systems is to follow a two step
schema: (a) represent the character as a vector of features and (b)
classify the feature vector into classes [1]. Selection of a feature
extraction method is important in achieving high recognition
performance. A feature extraction algorithm must be robust
enough so that for a variety of instances of the same symbol,
similar feature sets are generated, thereby making the subsequent
classification task less difficult [2]. On the other hand, Vapnik et
al. [3] have suggested that powerful classification algorithms
suffice even when given features are just sufficiently discrimina-
tive. The choice of classifier, however, is not an easy task since the
classifier depends on many factors such as available training set,
number of free parameters, etc. Classification methods based on
ll rights reserved.
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learning from examples have been applied to character recogni-
tion mainly since the 1990s. These methods include statistical
methods based on Bayes decision rule, artificial neural networks
(ANNs), Kernel methods including Support Vector Machine (SVM)
and multiple classifier combination [4–7]. So, taking into account
all the above, we can state that feature extraction techniques,
classification methods and architectures interact in complex
ways.

Feature extraction methods for handwritten characters and
digits have been based mainly on two types of features: (a)
statistical derived from statistical distribution of points and (b)
structural. The most common statistical features used for
character representation are: (a) zoning, where the character is
divided into several zones and features are extracted from the
densities in each zone [8] or from measuring the direction of the
contour of the character by computing histograms of chain codes
in each zone [9], (b) projections [10] and (c) crossings, that consist
of the number of transitions from foreground to background pixels
along horizontal and vertical lines and distances, that rely on the
calculation of the distance of the first foreground pixel detected
from the upper/lower (left/right) boundaries of the image along
vertical (horizontal) lines [11]. Structural features are based on
topological and geometrical properties of the character while
encoding some knowledge of the structure of the character or of
what sort of components is made up, such as maxima and minima,
reference lines, ascenders, descenders, cusps above and below a
threshold, strokes and their direction between two points,
horizontal curves at top or bottom, cross points, end points,
branch points, etc. [12]. Many feature extraction techniques along
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the above lines of research have been described in the literature.
For example, in Blumenstein et al. [13], a feature extraction
technique that extracts direction information from the structure of
the character contours and uses two neural networks based
classifiers is investigated, while Camastra and Vinciarelli [14],
present an OCR methodology that relies on local features derived
from zoning and global ones such as the character’s aspect ration
followed by a recognition procedure that combines neural gas, an
unsupervised version of vector quantization where no topology of
a fixed dimensionality is imposed on the network, and learning
vector quantization. Singh and Hewitt [15] propose a modified
Hough Transform method. Character images are divided into
uniform regions that are searched for vertical, horizontal and
diagonal segments. The total number of such segments is fed to
the classifier. Kimura et al. [16] present a feature extraction
technique calculating histograms based on chain code information
followed by neural and statistical classifiers. Gader et al. [17]
suggest a feature extraction scheme based on the calculation of
transitions from foreground to background pixels in both vertical
and horizontal directions using neural networks with back-
propagation for the recognition procedure. A survey on feature
extraction methods can be found in [18].

There have been quite a number of successes in determination
of invariant features in handwriting and a wide range of
classification methods have been extensively researched. How-
ever, as mentioned in [19], most character recognition techniques
use a ‘one model fits all’ approach, i.e. a set of features and a
classification method are developed and every test pattern is
subjected to the same process regardless of the constraints
present in the problem domain. It is shown that approaches
which employ a hierarchical treatment of patterns can have
considerable advantages compared to the ‘one model fits all’
approaches, not only improving the recognition accuracy but also
reducing the computational cost as well. In Park et al. [19], a
dynamic character recognizer is presented. The recognizer begins
with features extracted in a coarse resolution and focuses on
smaller sub-images of the character on each recursive pass, thus
working with a finer resolution of a sub-image each time, till
classification meets acceptance criteria. By employing an ap-
proach called gaze planning, a means of expanding only some of
the nodes in a tree structure similar to quad trees [20], not all of
the sub-images are subjected to further subdivision but only
those where it is believed that features of interest are present. So,
a feature vector is extracted for each character that has more
information from those sub-images that are deemed to be more
important than others. The feature vector is generated by
combing all features extracted in each sub-image. These features
are based on histogram of gradient and moment-based projec-
tions. In [21] the character image is subdivided recursively into
smaller sub-images based on the quad tree rule. The input image
is then represented by fractal codes obtained at each iteration by
encoding algorithm. In [22] a feature extraction technique relied
on recursive subdivisions of the image for the recognition of
mathematical glyphs is introduced. Each split is based on the
centre of gravity of the corresponding sub-image. The initial
splitting is vertical and each level of splitting then alternates
between horizontal and vertical. For each rectangular region a
four dimensional feature vector is extracted consisting of the
vertical or horizontal component of the centroid and the three
second order central moments.

Moreover, other approaches focus on measuring the similarity/
dissimilarity between shapes by mapping one character onto
another [23,24]. In Belongie et al. [23] the shape context is
presented. Each shape is represented by a set of points extracted
from the contour. For each shape, a descriptor is introduced, the
shape context, which is the log-polar histogram of the point.
Corresponding points on two similar shapes are supposed to have
the same shape context thus resulting in a bipartite graph
matching problem. In [24] two characters are matched by
deforming the contour of one to fit the edge strengths of the
other, and a dissimilarity measure is derived from the amount of
deformation needed, the goodness of fit of the edges and the
interior overlap between the deformed shapes.

Most classification strategies in OCR deal with a large number
of classes trying to find the best discrimination among them.
However, such approaches are vulnerable to classification errors
when classes of similar shapes are present since they are not
easily distinguished. In [25] a two-stage classification approach is
presented to detect and solve possible conflicts between char-
acters such as ‘A’ and ‘H’ or ‘U’ and ‘V’. During the first stage, a
single classifier or ensemble of classifiers detect potential
conflicts. The second processing stage becomes active only when
a decision on the difficult cases must be taken. A comparative
study between three different two-stage hierarchical learning
architectures can be found in [26].

In our work, the idea of recursive subdivisions of the character
image as in [19,22] is used as a starting point. We focus on a novel
feature extraction method based on different levels of granularity.
At each level, features are extracted based on the point, at the
intersection of the horizontal and vertical lines, which divides the
character image into four sub-images that approximately consist
of the same amount of foreground pixels. Even though the feature
extraction method itself is quite efficient when a specific level of
granularity is used, there is more to be gained in classification
accuracy by exploiting the intrinsically recursive nature of the
method. This is achieved by appropriately combining the results
from different granularity levels using a two-stage hierarchical
approach. Initially, the level at which the highest recognition rate
is achieved is used to perform a preliminary discrimination,
whereas the procedure is iterated once more in order to find the
level at which patterns of similar shapes, confused at the first step
of the classification procedure, are best distinguished. The
remainder of this paper is organized as follows. In Sections 2
and 3 the proposed OCR methodology is presented while
experimental results are discussed in Section 4. Finally, conclu-
sions are drawn in Section 5.
2. The proposed OCR methodology

The proposed OCR methodology follows a two step schema:
first a feature extraction method is applied to obtain feature
vectors and then a two-stage classification scheme is performed.
2.1. Preprocessing

Before employing the proposed feature extraction technique
all character images must be black and white (b/w) and normal-
ized to an N�N matrix. In case of character/digit images that are
already b/w just the size normalization step is performed under
the condition that the aspect ratio is preserved. On the other hand,
the character/digit images that are gray scale have to pass through
a binarization step beforehand. The well-known Niblack’s
approach [27] was used for this step.
2.2. Feature extraction

In this section a new feature extraction method for
handwritten character recognition is presented. This method is
based on structural features extracted directly from the character
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image that provide a good representation of the character at
different levels of granularity.

Let im(x,y) be the character image array having 1s for
foreground and 0s for background pixels and xmax and ymax be
the width and the height of the character image. Our feature
extraction method relies on iterative subdivisions of the character
image, so that the resulting sub-images at each iteration have
balanced (approximately equal) numbers of foreground pixels, as
far as this is possible. At the first iteration step (zero level of
granularity, that is L¼0 ) the character image is subdivided into
four rectangular sub-images using a vertical and a horizontal
divider line as follows: firstly, a vertical line is drawn that
minimizes the absolute difference of the number of foreground
pixels in the two sub-images to its left and to its right.
Subsequently, a horizontal line is drawn that minimizes the
absolute difference of the number of the foreground pixels in the
two sub-images above and below. An important point is that
the above dividing lines are determined taking into account
that each split results to either two disjoint sub-images or two
sub-images that share equally the foreground pixels on the
division line as explained below in more formal detail. The pixel
at the intersection of the two lines is referred to as the division

point (DP). At further iteration steps (levels of granularity L¼1, 2,
3y), each sub-image obtained at the previous step is further
divided into four sub-images using the same procedure as above.

More formally, the co-ordinates (x0, y0) of the DP of the initial
character image are calculated as follows: Let V0 [xmax] be the
vertical projection array of the initial image (Fig. 1). Create V1

[2nxmax] array by inserting a ‘0’ before each element of V0 (Fig. 1c).
Then, the element xq in V1, that minimizes the difference between
the sum of the left partition [1, xq) and the right partition (xq,
2nxmax], is found. Finally, the horizontal co-ordinate x0 is
calculated from xq divided by two. In order to achieve the
minimum difference, with better accuracy, between the left and
the right partitions while dividing a region, the foreground pixels
of the x0 column of the image array are either considered to
belong equally to both the left and the right regions of the vertical
division or just to the left one. So, the initial image is divided
vertically into two rectangular sub-images depending on the
value of xq. If xq mod 2¼0 then the vertex co-ordinates of these
Fig. 1. (a) Example of a vertical division of an image array (xmax¼9, ymax¼9);

(b) vertical projection (V0) and (c) creation of V1 array from V0 and calculation of xq.
two sub-images are: {(1, 1), (x0, ymax)} and {(x0 , 1), (xmax, ymax)}.
Otherwise, if xq mod 2¼1, then the vertex co-ordinates are:
{(1, 1), (x0, ymax)} and {(x0+1, 1), (xmax, ymax)}. Fig. 1 illustrates the
vertical division of an image where the resulted sub-images share
in common the foreground pixels on the division line. From V1 of
Fig. 1c xq¼10 thus x0¼5. Moreover, xq mod 2¼0 and so the vertex
co-ordinates for the two sub-images are: {(1, 1), (5, 9)} and {(5, 1),
(9, 9)} (Fig. 1a). Another example of an image array where xq mod
2¼1 is demonstrated in Fig. 2.

Likewise, the vertical co-ordinate y0 is calculated thus result-
ing in the division of the initial image into four rectangular
sub-images. The whole procedure is applied recursively for every
sub-image (Fig. 3).

Let L be the current level of granularity. At this level the
number of the sub-images is 4(L + 1). For example, when L¼0
(Fig. 3b) the number of sub-images is four and when L¼1 it is 16
(Fig. 3c). The number of DPs at level L equals to 4L (Fig. 4). At level
L, the co-ordinates (xi, yi) of all DPs are stored as features. So, for
every L a 2n4L-dimensional feature vector is extracted. As Fig. 4
shows, the larger the L the better representation of the character
is obtained. Up to here two questions rise as one can easily realize.
First, at which level L of granularity the best recognition result is
achieved and second, which is the maximum level of granularity
that will be used. Both questions are answered in the next section.

After all feature vectors are extracted each feature is scaled to
[0, 1]. Since each character is normalized to an N�N matrix all
feature values f are in the range of [1, N]. Therefore, the value fi of
the ith feature of every feature vector is normalized according to
Eq. (1).

f 0i ¼
fi

N
ð1Þ

2.3. Classification

For the recognition procedure a two-stage classification
scheme is employed. Since characters with similar structure i.e.
‘z’ and ‘x’ or ‘j’ and ‘c’ from the Greek alphabet, are often
mutually confused when using a certain granularity feature
representation, we propose to merge the corresponding classes
at this level of classification. At a next step, we distinguish those
character classes by employing a feature vector extracted at
another level of granularity where the misclassifications between
Fig. 2. Example of a vertical division of an image array when xq mod 2¼1.
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Fig. 3. Character image and sub-images based on DP: (a) original image, (b), (c), (d) and (e) subdivisions at levels 0, 1, 2 and 3, respectively.

Fig. 4. Features based on DP: (a) original image, (b), (c), (d), (e) and (f) features at levels 0, 1, 2, 3 and 4, respectively.

Fig. 5. Example of finding the level of granularity with the highest recognition rate

(Lbest).
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them are the least possible. The proposed classification scheme
has (a) a training and (b) a recognition phase.

2.3.1. Training phase

The training phase consists of three distinct steps: step 1 is
used to determine the level with the highest recognition rate for
the initial classification, step 2 to merge mutually misclassified
classes at the level found in step 1 and step 3 to find the level at
which each group of merged classes is distinguished the best and
to train a new classifier for each one at this level. These steps are
described below:

Step 1: Starting from level 1 and gradually proceeding to
higher levels of granularity, features are extracted, the confusion
matrix is created and the overall recognition rate is calculated,
until the recognition rate stops increasing. The level at which the
highest recognition rate (Max_RR) is achieved is considered to be
the best performing granularity level (Lbest) (Fig. 5). Alternatively,
we could examine a large number of granularity levels and choose
the one which corresponds to the highest recognition rate.
However, after experimentations, we observed that as we
proceed to higher levels of granularity, when the recognition
rate starts decreasing it will never reach the already achieved
maximum again. In addition to that, when using very high levels
of granularity the extracted features tend to depend on the exact
shape of each character causing more confusion rather than
helping in distinguishing between classes since they do not take
into account the different variations of a handwritten character.

Confusion matrices are created at each level from the training
set using a K-fold cross-validation process. In K-fold cross-
validation, the original training set is partitioned into K subsets.
Of the K subsets, a single subset is retained as the validation data
for testing the model, and the remaining K–1 subsets are used as
training data. The cross-validation process is then repeated K

times (the folds), with each of the K subsets used exactly once as
the validation data. The K results from the folds then can be
averaged (or otherwise combined) to produce a single estimation.
The advantage of this method over repeated random sub-
sampling is that all observations are used for both training and
testing, and each observation is for validation exactly once. In our
case K is set to 10.

Step 2: At Lbest where the maximum recognition rate is
obtained the corresponding confusion matrix is scanned and
classes with high misclassification rates are merged. Class
merging is performed using the disjoint grouping scheme
presented in [26] which is similar to agglomerative clustering
[28]. Let the confusion matrix for C classes be Ai, j, where Ai, j (i,
j¼1, 2 yC) is the number of samples that belongs to class i and is
classified to class j. The similarity between classes i and j is
defined according to Eq. (2).

Ni,j ¼ Ai,jþAj,i, ðio jÞ ð2Þ

Suppose we have two groups of classes Gp and Gq having m and n

classes, respectively. The similarity between these groups (poq)
is defined as

Sp,q ¼min
io j

Ni,j, ði¼ i1 . . . im, j¼ j1 . . . jnÞ ð3Þ

Initially each class is a group. First two classes i and j with the
highest Ni,j value are found and merged into one group thus
resulting in C–1 groups. Next, the most similar groups according
to Eq. (3) are merged into one. The procedure is iterated until all
similarity values between groups are equal to zero in order to find
all possible misclassifications.

Step 3: Let G be the total number of groups found in step 2. For
each group of classes i, where i¼1, 2yG, the procedure described
in step 1 is performed again and the best distinguishing
granularity level (li) for its classes is found. Then, for every group
i another classifier is trained with features extracted at its li in
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order to distinguish the merged classes at the next stage of the
classification.
2.3.2. Recognition phase

Each pattern of the test set is fed to the initial classifier with
features extracted at Lbest. If the classifier decides that this pattern
belongs to one of the non-group classes then its decision is taken
into consideration and the unknown pattern is assumed to be
classified. Else, if it is classified to one of the group classes then it
is given to the group’s corresponding classifier and this new
classifier decides about the recognition result. Note that if a
sample is wrongly classified to a non-group class then at the next
stage it will remain wrong. However, if it is misclassified to a
group-class then it is possible to be correctly classified in the
second stage.
Table 1
Uppercase and lowercase characters with similar shapes that are merged in CIL

Database.

CIL Database

Uppercase Lowercase

E e
Y y
K k
O o

P p
P r
T t
F j
X w
C c
3. Classifier

In the particular recognition problem, classification step was
performed using Support Vector Machine (SVM) [3,29] with
Radial Basis Function (RBF).

The SVM is a machine learning method basically used for two-
class recognition problems. Given a training set of instance-label
pairs (xi, yi), i¼1ym, where xiARn and yiAf1,�1gm, the SVM
selects the optimal hyperplane that maximizes the margin which
results into solving Eq. (4).

min
w,b

1

2
wT w subject to yiðw

T xiþbÞZ1 ð4Þ

where w is the weight vector and b is the bias. When the
training points are not linearly separable, the cost function is
reformulated by introducing slack variables xiZ0, i¼ 1,2, . . . ,m

min
w,b,x

1

2
wT wþC

Xm

i ¼ 1

xi subject to
yiðw

T xiþbÞZ1�xi

xiZ0
ð5Þ

where C40 is the penalty parameter of the error term. However,
when the decision function is nonlinear the above scheme cannot
be used directly and the SVM requires the solution of the
optimization problem to be defined as follows:

min
w,b,x

1

2
wT wþC

Xm

i ¼ 1

xi subject to
yiðw

TfðxiÞþbÞZ1�xi

xiZ0
ð6Þ

Training vectors xi are mapped into o higher dimensional space by
the function f( � ). Then SVM finds a linear separating hyperplane
with the maximal margin in this higher dimensional space.

SVM is used in conjunction with the Radial Basis Function
(RBF) kernel, a popular, general-purpose yet powerful kernel,
denoted as

Kðxi,xjÞ � expð�gJxi�xjJ
2
Þ ð7Þ

RBF kernel nonlinearly maps each sample into a higher dimen-
sional space, so it can handle the case when the relation between
class labels and attributes is nonlinear [30].

Furthermore, a grid search was performed in order to find the
optimal values for both the variance parameter g of the RBF kernel
and the cost parameter C of SVM using cross-validation. Basically
pairs of (C, g) are tried and the one with the best cross-validation
accuracy is picked. For our experiments, the optimal values found
for variance parameter g and the cost parameter C are 0.3 and 100,
respectively. The variance parameter g was searched in the range
of (0, 1] and the cost parameter C in the range of (0, 1000].
4. Experiments

4.1. Data setup

For our experiments two handwritten character databases: the
CIL Database [31] and the CEDAR Character Database CD-ROM-1
[32] and two handwritten digit databases: the MNIST Database
[33] and the CEDAR Digit Database CD-ROM-1 were used. The CIL
Database comprises samples of 56 Greek handwritten characters
written by 125 Greek writers. Every writer contributed five
samples of each letter, thus resulting in a database of 625
variations per letter and an overall of 35 000 isolated and labeled
characters. The CEDAR Database consists of samples of 52 English
handwritten characters and handwritten digits. For character
recognition, 19 145 characters were used for training and 2183
characters for testing. For digit recognition a data set of 24 270
digits were used for training and another one of 5631 for testing.
Finally, the MNIST Database consists of 70 000 isolated and
labeled handwritten digits. It is divided into a training set of
60 000 and a test set of 10 000 digits.

As mentioned in Section 2.1 all character/digit images pass
through a preprocessing stage before the feature extraction
method takes place. For the CIL Database and for both of the
CEDAR Databases all images are already b/w, so just the size
normalization step is performed. In our experiments N is set to 60
for these databases. On the other hand, the digit images in the
MNIST Database are already normalized to a 28�28 matrix
(N¼28) but they are gray scale. So, before applying the feature
extraction method these images have to pass through the
binarization step.

For the CIL Database, after size normalization some characters
such as the uppercase ‘E’ and the lowercase ‘e’ are considered to
be the same. So, we merged these two classes into one, by
randomly selecting 625 characters from both classes as in [31].
This was done to a total of 10 pair of classes, as shown in Table 1
and concluded in having 46 classes of 28 750 characters.

Moreover,
1

5
of each class was used for testing, that is 5750

characters and the remaining
4

5
for training (23 000 characters).

4.2. Recognition results

As described in Section 2, first features are extracted at
different levels of granularity for all patterns in training set and
the confusion matrices at each level are constructed, in order to
find the best performing granularity level (Lbest). For the CIL
Database Lbest is found to be three. This is also confirmed by the
first column of Table 2 where the recognition accuracies for the



ARTICLE IN PRESS

Table 5
Recognition rates using the CEDAR Character Database (52 classes).

CEDAR Character Database (52 classes)

Uppercase characters 86.17%

Lowercase characters 84.05%

Two-stage classification 85.11%

Table 4
Experimental results using the CEDAR Character Database (52 classes).

CEDAR Character Database (52 classes)

One-stage classification Confused classes at Lbest¼3 li

Recognition rates (%) O, o 2

Level 1 55.24 s, S 2

Level 2 77.23 i, I 2

Level 3 78.42 c, C, G 2

Level 4 77.46 u, U 2

x, X 1

m, M 2

w, W 1

p, P 2

y, Y 2

v, V 1

k, K 2

H, N 3

A, R 4

f, F 4

t, T, r 3

B, D 4

e, E 4

l, L 1

z, Z 2

d, J 3

b, h 3

Table 3
Comparison of the proposed OCR methodology using the CIL Database.

CIL Database

HYB [34] 91.61%

STR [34] 88.62%

DIM [31] 92.05%

VAM [35] 93.21%

Proposed methodology (two-stage classification) 95.63%

Table 2
Experimental results using the CIL Database (46 classes).

CIL Database (46 classes)

One-stage classification Confused classes at Lbest¼3 li

Recognition rates (%) i, I 3

Level 1 64.22 b, B 2

Level 2 90.48 z, x, B 4

Level 3 92.53 n, u, Y 2

Level 4 92.34 j, c 4

e,
P

2

A, L, l 4

o, �o 4

Z, p, a 3
��, �i 4

�o , �u 4

t, Z, X 4

m, M, H, N 3

d, s, g, G 4
�a, �Z 4

y, D, o 4

r, O 4
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test set, when using different levels of granularity for one-stage
classification, are shown.

Next, the results when the second stage of the classification
approach is applied are presented. Since the best recognition for
the CIL Database is achieved in level 3, features from this level are
Table 6
Uppercase and lowercase characters with similar shapes that are merged in CEDAR

Character Database.

CEDAR Character Database

Uppercase Lowercase

O o

S s

I i

C c

U u

X x

M m

W w

P p

Y y

V v

K k

F f

T t

E e

L l

Z z

Table 7
Experimental results using the CEDAR Character Database (35 classes).

CEDAR Character Database (35 classes)

One-stage classification Confused classes at Lbest¼4 li

Recognition rates (%) {i, I}, {l, L}, b 2

Level 1 62.62 u, v 2

Level 2 88.86 {o, O}, D 2

Level 3 89.96 {c, C}, {e, E}, {p, P}, B 4

Level 4 90.70 {m, M}, N 3

Level 5 82.54 A, R 4

{f, F}, r 4

{t, T}, {y, Y}, g 3

{s, S}, J, d 3

a, G 3

{k, K}, {x, X} 4

h, n 4

{w, W}, H 2

Two-stage classification recognition rate¼94.73%

Table 8
Experimental results using only uppercase characters from the CEDAR Character

Database (26 classes).

CEDAR Character Database—Uppercase characters (26 classes)

One-stage classification Confused classes at Lbest¼4 li

Recognition rates (%) U, V 1

Level 1 68.32 D, O, B 4

Level 2 91.95 M, N, H 3

Level 3 93.48 A, R, Z 4

Level 4 93.78 J, S 3

Level 5 84.05 F, T 2

K, X 3

C, L 2

P, Y 3

E, I 3

Two-stage classification recognition rate¼95.90%
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used to train the initial SVM. Then, the confusion matrix at level 3
is scanned and classes with high misclassification rates are
detected. Table 2 also shows the groups of classes which are
confused the most. Each group of classes is then merged into
one class. For every group i the granularity level that best
distinguishes its classes (li) is found and a new SVM is trained
with features from that level. As shown in the last row of Table 3,
when the second stage of the classification scheme is used the
overall recognition rate is improved (95.63%). In Table 3, we also
present a comparison of this result with other state-of-the-art
feature extraction methods for handwritten character recognition,
that are to the best of our knowledge the only works in the
Table 10
Comparison of the proposed OCR methodology using the CEDAR Character Database (5

CEDAR Character Database

Uppercase characters (%)

YAM [36] NA

KIM [16] NA

GAD [17] 79.23

Proposed methodology 86.17

Table 11
Comparison of the proposed OCR methodology using the CEDAR Character Database fo

CEDAR Character Database

Uppercase characters (26 classes)

No. of train
patterns

No. of test
patterns

Recognitio
(%)

BLU [13] 7175 939 81.58

Proposed

methodology

11454 1367 95.90

Table 12
Comparison of the proposed OCR methodology using the CEDAR Character Database a

CEDAR Character Database

Number of classes
(all classes )

Re
ra

SIN [15] 52 NA

CAM [14] 52 83

Proposed methodology 52 85

Table 9
Experimental results using only lowercase characters from the CEDAR Character

Database (26 classes).

CEDAR Character Database—Lowercase characters (26 classes)

One-stage classification Confused classes at Lbest¼3 li

Recognition rate (%) i, l, p 2

Level 1 70.09 u, v 2

Level 2 87.25 c, e, s, z 3

Level 3 89.70 a, o 3

Level 4 88.60 f, r, t 3

h, n 4

g, y 3

k, x 4

b, d 4

m, w 2

Two-stage classification recognition rate¼93.50%
literature that deal with Greek handwritten characters. These
methods are the following:
(a)
2 cla

r up

n rat

fter m

cogn
te (%

.74

.11
A hybrid feature extraction scheme based on zones and
projections (HYB) [34].
(b)
 A scheme based on structural features based on projections
and radial profiles (STR) [34].
(c)
 Features based on both statistical and structural methods
with a dimensionality reduction scheme (DIM) [31].
(d)
 Previous work of the authors that results only to disjoint sub-
images and does not include iteration of the first step of the
classification procedure for each group of merged classes
(VAM) [35].
Regarding the CEDAR Character Database the best performing
granularity level, for 52 classes, is also three. Again, from Table 4 it is
clear that the recognition rate for the test set is higher (78.42%) when
features from this level are used. Then, misclassified classes are
detected (Table 4) and for each group a new SVM is trained with
features from the best distinguishing granularity level and when the
second stage of the classification scheme is applied the overall
recognition rate is improved (85.11%), as shown in Table 5. In Table 5,
the recognition rates for the uppercase characters (A–Z) as well as for
the lowercase characters (a–z) are also presented separately.

From the right column of Table 4, it is evident that in order to
have meaningful results uppercase and lowercase characters with
similar shapes should be merged, as also suggested in [14,15]. So,
according to Table 4 we merge 17 of these pairs (Table 6), thus
resulting in 35 classes. The best performing level, for this 35-class
problem, is four (Table 7). Classes with high misclassification
sses).

Lowercase characters (%) Overall recognition rate (%)

NA 75.70

NA 73.25

70.31 74.77

84.05 85.11

percase only and lowercase only characters.

Lowercase characters (26 classes)

e No. of train
patterns

No. of test
patterns

Recognition
rate (%)

18655 2240 71.52

7691 816 93.50

erging lowercase and uppercase characters with similar shapes.

ition
)

Number of classes
(after merging)

Recognition
rate (%)

36 67

39 84.52

35 94.73
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rates are detected and for each one a new SVM is trained with
features from the level that distinguishes them the best, while the
last row of Table 7 depicts the improved recognition rate after
applying the second step of classification.

Finally, Tables 8 and 9 present the results of the proposed
methodology when using only the uppercase characters (A–Z) or
only the lowercase ones (a–z).

The CEDAR Database is widely used in the literature:
(a)
Fig.
disti

Tabl
Expe

CE

On

Le

Le

Le

Le

Tw

Tabl
Expe

MN

On

Le

Le

Le

Le

Le

Tw
In Yamada et al. (YAM) [36] a classifier was trained to output
one of the 52 classes (a–z, A–Z). Their top recognition rate was
75.7%.
(b)
 Kimura et al. (KIM) [16] produced a recognition rate of 73.25%
again for 52 classes.
(c)
 Singh and Hewitt (SIN) [15] propose merging uppercase and
lowercase characters with similar shapes, such as ‘O’ and ‘o’,
resulting in 36 classes. Their best score was around 67%.
(d)
 Gader et al. (GAD) [17] achieved a recognition rate of 79.23%
for uppercase characters and 70.31% for lowercase characters,
according to [29], for a 52-class classification problem.
(e)
 In Camastra and Vinciarelli (CAM) [14], the number of classes
used is between 26 and 52 depending on how many
uppercase and lowercase characters with similar shapes are
merged. The recognition rate for 52 classes was 83.74%, while
6. (a), (b) Characters ‘i’ and ‘I’. (c) Features at granularity level 2. (d) Representation i

nguished.

Fig.
resp

‘c’.

Repr

work

e 14
rimental results using the CEDAR Digit Database (10 classes).

DAR Digit Database (10 classes)

e-stage classification Confused classes at Lbest¼3 li

Recognition rates (%) 4, 6 3

vel 1 86.91 3, 9, 2 3

vel 2 96.39 1, 7 4

vel 3 97.17 5, 8 3

vel 4 96.83

o-stage classification recognition rate¼98.66%

e 13
rimental results using the MNIST Digit Database (10 classes).

IST Digit Database (10 classes)

e-stage classification Confused classes at Lbest¼4 li

Recognition rates (%) 4, 9 4

vel 1 78.01 3, 5, 8 4

vel 2 95.63 2, 7, 1 4

vel 3 97.58

vel 4 98.08
vel 5 97.43

o-stage classification recognition rate¼99.03%
the best recognition rate that they report was 84.52% when
using 39 classes.
(f)
 In Blumenstein et al. (BLU) [13], the top recognition rate for
uppercase characters was 81.58% and for lowercase characters
is 71.52%.
Comparisons of the above state-of-the-art techniques with the
proposed methodology are shown in the tables below. Table 10
depicts the results when all 52 classes (a–z, A–Z) are fed to the
classifier. The proposed methodology not only achieved the
highest overall recognition rate but also performed better even
when trying to distinguish the lowercase characters (a–z), or the
n feature space: (n) for ‘i’ and (o) for ‘I’. At this level such characters can be

7. (a), (b) Characters ‘j’ and ‘c’. (c), (e) Features at granularity levels 2 and 4,

ectively. (d) Representation in feature space at level 2: (n) for ‘j’ and (o) for

At this level such characters cannot be distinguished sufficiently. (f)

esentation in feature space at level 4: (n) for ‘j’ and (o) for ‘c’. Level 4

s fine for these characters mainly because of the features in the gray region.
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Table 15
Computational time of the proposed OCR methodology.

Computational time

Database No. of classes No. of train samples No. of test samples Training phase Recognition phase

CIL 46 23000 5750 330 4200 10 1400

CEDAR 52 19145 2183 340 0800 4200

CEDAR 35 19145 2183 540 3400 5000

CEDAR (uppercase) 26 11454 1367 720 3500 3500

CEDAR (lowercase) 26 7691 816 50 0600 1500

CEDAR (digits) 10 24270 5631 140 3400 2100

MNIST 10 60000 10000 1220 5300 110 3100
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uppercase ones (A–Z), among all 52 classes. Table 11 presents the
recognition rates when dealing only with the lowercase
characters (26 classes) or only with the uppercase characters
(26 classes). Finally, in Table 12 it is obvious that the proposed
methodology scored higher for 52 classes than Camastra et al.
[14]. Moreover, their highest recognition rate (84.52%) that was
achieved after merging uppercase and lowercase characters with
similar shapes resulting to 39 classes is considerably less than the
one achieved by the proposed methodology for 35 classes.

For the MNIST Database and the digits from the CEDAR
Database the best performing granularity level is 4 and 3,
respectively (Tables 13 and 14). Again, the best recognition rate
is achieved when the second stage of the classification scheme is
applied.

According to [33] the lowest recognition rate for the MNIST
Database is 88% and the highest is 99.61%, while the best results
available vary between 98.5% and 99.5%.

The best performing granularity level Lbest for all experiments
is 3 or 4 depending on the conflicts between characters from
different classes but with similar structure. Level 3 or 4 is
considered to be sufficient enough to perform a preliminary
discrimination since the features extracted at these levels provide
a good representation of the shape of the character. However, the
granularity level at which merged classes are separated at the
second stage of the classification procedure varies from level 1 to
4. As shown in the above experimental results features from low
levels of granularity (l¼2) are suitable for distinguishing a pair of
characters such as ‘i’ and ‘I’ (Fig. 6). On the other hand, at this level
the misclassification rate between characters such as ‘j’ and ‘c’ is
high since discrimination is very difficult (Fig. 7d). For these
characters features from higher levels (l¼4) of granularity need to
be employed (Fig. 7f).

All experiments were conducted on a Core 2 CPU
6400@2.13 GHz with 2.00 GB of RAM under 32-bit Windows XP
operating system. In Table 15 the computational time for both
training and recognition phase is presented for all databases used
in our experiments. As one can observe, the training phase is time
consuming depending on the number of classes, the number of
train patterns, the maximum level of granularity that needs to be
examined in order to find the best performing level for the initial
step of the classification procedure, the number of groups of
merged classes and the calculation of their best distinguishing
levels. However, the recognition phase is very fast.
5. Concluding remarks

In this paper we propose an OCR methodology for handwritten
characters that relies on a new feature extraction technique based
on recursive subdivisions of the image as well as on calculation of
the introduced division point. Even though the feature extraction
method itself is quite efficient when a specific level of granularity
is used, there is more to be gained in classification accuracy by
exploiting the intrinsically recursive nature of the method. This is
achieved by appropriately combining the results from different
levels using a two-stage hierarchical approach. During the first
stage a preliminary discrimination is performed at a certain level
while at the next stage features from different levels of
granularity help in distinguishing between characters of similar
shapes that are confused at the first stage. As shown in the
experimental results the recognition rates that we achieve are the
highest, to the best of our knowledge, when dealing with
handwritten characters from the CIL and the CEDAR Databases.
Moreover, the proposed methodology, although focused on
handwritten characters, works efficiently enough even for hand-
written digits. Our future research is focused on applying the
proposed features for word recognition as well as combine them
with other feature extraction schemes in order to further improve
the recognition performance.
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