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ABSTRACT
Recognition of low-quality historical typewritten documents
can still be considered as a challenging and difficult task
due to several issues i.e. the existence of faint and degraded
characters, stains, tears, punch holes etc. In this paper,
we exploit the unique characteristics of historical typewrit-
ten documents in order to propose an efficient recognition
methodology that requires minimum user interaction. It is
based on a pre-processing stage in order to enhance the qual-
ity and extract connected components, on a semi-supervised
clustering for detecting the most representative character
samples and on a segmentation-free recognition stage based
on a template matching and cross-correlation technique. Ex-
perimental results prove that even with minimum user inter-
action, the proposed method can lead to promising accuracy
results.

CCS Concepts
•Applied computing → Optical character recogni-
tion; •Theory of computation → Unsupervised learning
and clustering;
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Character Clustering; Semi-supervised Clustering
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1. INTRODUCTION
Historical typewritten documents can be considered an

important source of novel information for scholars in order
to study recent history. Large collections of typewritten
documents still remain unexploited since existing recogni-
tion techniques cannot be successfully applied to the cases
of low-quality historical typewritten documents that suffer
from several problems such as the existence of faint and de-
graded characters, broken or merged characters, stains, tears
and punch holes, quality problems due to ageing. Moreover,
a great part of these collections may survive only as a car-
bon copy of the original and this poses additional challenges
concerning image quality.

Existing approaches related to the analysis and recogni-
tion of historical typewritten documents mainly focus on the
enhancement of the degraded typewritten characters before
using a conventional OCR engine [1–4]. As it is reported
in [3, 4], the recognition accuracy can be increased from
77.2% to 91.3% [3] or from 54.5% to 78.2% [4] when a suit-
able enhancement of text areas is applied. A new framework
for recognizing particularly challenging collections of histor-
ical documents, such as typewritten documents of World
War II is proposed in [5]. A recognition approach is pro-
posed which can be trained on specific document collections
(e.g. produced by similar typewriters) with minimal user
interaction. It is based on the combination of collection-
independent domain knowledge (such as typography con-
ventions) with human feedback in an iterative manner to
gradually refine the system’s understanding of the unique
characteristics of the specific document collections.

This paper is based on the basic principle of [5] and mainly
focuses on (i) having minimum but effective user-interaction,
(ii) introducing a robust clustering scheme and (iii) involving
a segmentation-free recognition module in order to overcome
segmentation problems. User-interaction is a common prac-
tice in many OCR applications in order to correct the result
and re-train the corresponding classifiers. In [6], a “carpet
session” is involved in order to sort all detected characters
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in a way that similar characters appear close to each other.
The user has to identify all errors and thus automatically ap-
prove all other characters as valid. To eliminate this tedious
process, we propose to involve a sub-clustering procedure in
order to have the user checking only a limited number of
representative characters (e.g. 4) per character class. The
exact re-arrangement of the clusters/classes is done via a
semi-supervised clustering scheme which uses the provided
information from the user as a rough labeling. The work-
flow of the proposed methodology is presented in Figure 1
and its components are described in detail in the upcoming
sections.

Figure 1: System Overview

The remainder of the paper is organized as follows. In Sec-
tion 2, the preprocessing steps that lead to a (training) set
of character images are described. In Section 3, we present
in detail the proposed semi-supervised clustering approach
which is assisted by the user via a Graphical User Interface,
while in Section 4 we describe the recognition methodology
which is based on template matching. In Section 5, the ex-
perimental results are presented. Finally, conclusions and
future directions are drawn in Section 6.

2. PREPROCESSING
The first stage of the proposed system consists of several

preprocessing steps in order to extract possible characters of
the document as connected components. The first two steps
are image filtering for noise reduction and binarization fol-
lowed by a connected components extraction. The main goal
of this stage is to extract components of the image, which
correspond to characters with high certainty. Thus, there is
no need to extract all possible characters, which in practice
is a challenging task. It is sufficient to extract a satisfy-
ing large set of characters in order to perform clustering on
them. Later, the discarded characters can be retrieved at
the recognition stage, if they correspond to a valid class,
generated by the semi-supervised clustering. This approach
can tolerate a more rough and simplified approximation of
each step of the preprocessing stage. In order to extract a
useful set of characters, capable of a meaningful clustering,
a set of images, instead of only one, is preferred.

2.1 Alternating Sequential Filters
First, we apply a noise reduction technique, which is es-

sential especially for the case of carbon-copied documents.
Alternating Sequential Filters (ASF) [7] are selected for this
purpose as they provide an effective smoothing of the image

while preserving its topology, i.e. the characters shape. The
ASF filtering is formulated as follows:

Ψn(g) = βn(αn...(β2(α2(β1(α1(g)))))), n = 1, 2, 3, ... (1)

αr(g) = ρ−(g 	 rB|g), (2)

βr(g) = ρ+(g ⊕ rB|g) (3)

where ρ− is Reconstruction Opening and ρ+ is Reconstruc-
tion Closing.

We choose to use ASF up to level 2, i.e. n = 2, while the
initial structural element B is a disk of radius 1. The result
of the ASF filtering over an image is depicted in Figure 2(b).

2.2 Image Binarization
The selected binarization method is Sauvola’s approach

for adaptive thresholding [8].However, as it was mentioned
before, we only need to extract a satisfying number of con-
nected components, corresponding to characters, and not
a fine binarization result. A rough estimation of the fore-
ground regions, where oversegmenting of a character binary
mask is avoided, is preferable. Thus, Sauvola’s parameters
are fixed, using k = 0.2 and window size 50 × 50. The bi-
narization of a selected document part is depicted in Fig-
ure 2(c). To ensure that punctuations are merged with
the character’s main body and thus forming a single con-
nected component, a morphological dilation with a rectan-
gular structural element (longer in y-axis, e.g. 1 × 3) is
applied at the binarized image.

(a)

(b)

(c)

(d)

Figure 2: Summarization of the preprocessing steps.
(a)Initial gray-scale part of a typewritten document
(b)Result of the ASF filtering (c)Sauvola’s binariza-
tion (d)Connected components selection
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2.3 Connected Components Extraction
The final step of the preprocessing is the extraction of ap-

propriate connected components that should be, most likely,
characters. Although the connected components of the bi-
narized image will vary greatly in size, a large number of
the components correspond to single characters with similar
size. Under this assumption we calculate the median width
wm and height hm of the bounding boxes of all the connected
components and we assume that all the possible characters
are connected components with similar size. Thus, a con-
nected component within a specified range of bounding box
width and height (related to wm,hm) is accepted as a char-
acter candidate. The rest connected components (noise, pic-
tures in the documents or group of characters) are discarded.

Finally, upon finding the bounding box of the selected
connected components, we extract the character candidates
over the gray-scale image (after ASF filtering), as shown in
Figure 2(d).The set of the extracted character candidates is
the input of the next stage in order to perform the semi-
supervised clustering.

3. CHARACTER CLUSTERING
In this section we will describe our approach for a user-

assisted system for effective character clustering. The pro-
posed semi-supervised clustering is performed on the feature
descriptors of the character images, using Histogram of Ori-
ented Gradients [9]. Our main focus is on the user perspec-
tive, trying to maintain a simple yet effective interaction.
Specifically, we define a set of simple actions for the user to
choose in order to assist in the improvement of the existing
clustering. For this purpose, we developed a GUI which will
be described in detail further on.

3.1 Feature Extraction
Instead of using the raw image of a character, a feature

descriptor would be more convenient in terms of simplicity
and speed for the upcoming clustering. Consequently for
each character candidate a feature vector is extracted using
Histograms of Oriented Gradients (HOG) [9]. Before using
the HOG feature extraction technique, a uniform padding of
the characters is applied in order to impose the same size in
each character image. The (common) size of the final padded
image corresponds to the maximum possible width/height
amongst all the character candidates.

Histograms of Oriented Gradients (HOG) is a state-of-
the-art feature extraction technique. HOG descriptors are
widely used due to their effectiveness in recognition tasks,
while retaining a simple and fast implementation. The main
concept is to encode the direction of the gradient for a set
of regions, which called cells, as a local histogram.The final
descriptor is the concatenation of all the local histograms.

The computation of the directional gradients Gx and Gy

of the image I(x, y), along x-axis (horizontal) and y-axis
(vertical) respectively, is performed using the following fil-
ter kernels: [−1 0 1] and [−1 0 1]T . In order to compute the
gradient orientation at each pixel, a transformation into po-
lar coordinates is performed through Eq. 4, 5. Only the
orientation ∠G is of interest and a wrapping is performed
so that the orientation values lie on the interval [0, 180◦)
instead of [0, 360◦) (”unsigned” gradient as in [9]).

|G(x, y)| =
√

(G2
x(x, y) +G2

y(x, y)) (4)

∠G(x, y) = arctan
(Gy(x, y)

Gx(x, y)

)
(5)

Cells are extracted using a rectangular grid upon the im-
age and within each cell a histogram of a set of orientations
(bins) is constructed. For our implementation we selected a
5×7 grid, obtaining a total of 35 cells. The local histogram is
computed by each pixel voting in the corresponding orienta-
tion bin with weight equal to its magnitude. The number of
orientation bins is predefined and for our problem we chose
6 bins (30◦ range). Due to the simplicity of the problem no
block-normalization is performed.

Figure 3: Overview of the proposed semi-supervised
clustering approach.

3.2 Semi-Supervised Clustering
The proposed approach for the clustering of the extracted

character candidates tries to minimize user interaction, as-
suming that if a cluster has a large number of instances of
the appropriate character and relatively few other (“miss-
classified”) characters, there is no need for further refine-
ment. This assumption is based on the fact that the afore-
mentioned conditions are sufficient for extracting a pattern
for the character.

The proposed semi-supervised clustering consists of three
main components: Linear Discriminant Analysis (LDA), Gaus-
sian Mixture Models (GMM) and User Interaction, as it is
summarized in Figure 3.

3.2.1 Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) [10] is a supervised

dimensionality reduction method, which projects the initial
data to a subspace via a linear projection matrix. The pro-
jection is performed by optimizing the Fisher’s criterion,
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maximizing the inter-classes variance while minimizing the
intra-class variance. This is interpreted as trying to reduce
the dimensionality while enhancing the separability of the
classes. The aforementioned criterion can be formulated
as a generalized eigenvalues problem and, therefore, can be
solved analytically by using Singular Value Decomposition.
The resulting subspace has dimensionality equal to the num-
ber of classes minus one.

The use of LDA imposes the user information about the
character clustering upon the projected data, incorporating
a supervised step to the proposed methodology. The whole
concept is in a manner similar to must-link and cannot-link
constraints [5], but in a more compact way. Furthermore,
the projected data consists of significantly fewer dimensions
simplifying the upcoming unsupervised clustering for two
reasons. First, the complexity is reduced as it is proportional
to the the dimensionality of the features and, second, more
meaningful clustering results are generated, avoiding the so-
called dimensionality curse.

3.2.2 Gaussian Mixture Model
After taking into account the information provided by the

user (by applying the supervised LDA technique as it was
mentioned previously), a re-assignment of the clusters is at-
tempted. This is performed via an unsupervised clustering
technique, such as the k-means clustering. The number of
the clusters, which is a parameter for the clustering tech-
nique, is defined by the choices of the user (e.g. if the user
chooses to create a new cluster or to delete one) and it is
the same as the number of unique labels for the LDA step.

Instead of using k-means for the unsupervised clustering
task, the more generic Gaussian Mixture Model (GMM) [10]
method is preferred. In fact k-means is a deterministic spe-
cial case of GMM. Specifically, each cluster in GMM is a
gaussian distribution with an assigned probability. GMMs
can simulate a wider variety of cluster shapes due to the
covariance matrix (hyper-ellipsoid), which enables a more
realistic interpretation of the data distribution, rather than
using fixed-sized hyper-spheres for each cluster as k-means
does.

Similar to k-means, the GMMs are generated by fitting
them to the data via an iterative process which maximizes
the overall likelihood of the model. The parameters of the
model are estimated using the Expectation Maximization
(EM) algorithm. EM finds a local maximum of the likeli-
hoodl, which may result in varying resulting parameters for
different initializations, as in k-means.

3.2.3 User Interaction
Despite of how effective a clustering technique is, it will

not provide satisfying results and in the absence of labeled
data in order to use a supervised technique, the user should
provide the necessary information about the quality of the
clustering or a new/different labeling. Our purpose is to
make the system provide highly representative information
about existing clusters and also incorporate effectively all
the information the user can give in an iterative manner as
in Figure 3.

The representation of each cluster is done by performing a
sub-clustering. The number of sub-clusters is fixed to 4, as it
is shown to lead to a fair representation of the inner structure
of each class. As in general clustering, GMMs are also used
for sub-clustering for the aforementioned reasons. However,

GMMs are used directly to the initial feature space, rather
than the projected, because the projected is biased by the
previous labeling. Due to the dimension of the initial data
and the reduced number of data in each cluster the gener-
ated covariance matrices, most likely, are not full-rank and
therefore the diagonal approximation of the covariance ma-
trix is preferred.

The interaction of the user is constrained to a set of spe-
cific actions, provided by a Graphical User Interface, which
are described in detail in the following section.

3.3 Graphical User Interface
The user interacts with the clustering procedure though a

Graphical User Interface (GUI), which provides all the nec-
essary actions. An example of using the GUI is depicted in
Figure 4, where all the important actions and the provided
information are annotated. As it is observed in Figure 4,
the layout of the GUI (for a selected cluster) is simple with-
out providing overflowing and rather unnecessary details.
The provided user-friendly actions and representation of the
cluster, which will be described in detail below, encourage
the user in contrast to the rather bothersome procedure of
“carpet”-like approaches [6].

3.3.1 Sub-Clustering
As mentioned before, a rough estimation of the inner struc-

ture of the class is given by sub-clustering each generated
cluster. The GUI provides a mean image as a representative
for every sub-cluster, as is shown in Figure 4. The mean
images should be incomprehensible if many instances of dif-
ferent characters belong to the same sub-cluster, but will
be rather clear if the majority of the instances comes from
the same character. For clarity, the number of the associ-
ated character images is displayed for each sub-cluster in the
top-left corner of the representative image, as it is marked
in Figure 4. The purpose of providing the number of im-
ages in each sub-cluster is to measure the “strength” of the
sub-cluster, i.e. how much does it contribute to the whole
cluster.

3.3.2 Actions
The user can navigate through the existing classes and for

each sub-cluster, four actions are possible:

• None No action. The sub-cluster is in correspondence
with the current cluster and therefore no change is
needed.

• Junk Delete every descriptor in this sub-cluster (mostly
for extremely noisy set of images or over-segmented
components of characters). This action is used for dis-
carding a set of images that does not correspond to a
valid character and may affect the clustering. A rep-
resentative example is presented in Figure 5(a).

• Unassign Unassign the descriptors and expect a more
satisfying clustering in a next iteration. It is possible
that a sub-cluster consists of instances of more than
on character and thus a reassignment of its contents is
needed. This can be accomplished in the next itera-
tion of the proposed system, after registering the user’s
actions. However, we do not want this “miss-labeling”
to contribute to the supervised LDA, but only in the
upcoming clustering. In other words, we want to keep

34



Figure 4: Graphical User Interface.

this sub-cluster “hidden” in the LDA step. This is ex-
actly what the “unassign” action does. An example of
a sub-cluster consisting of the characters ‘T’ and ‘2’
and should be unassigned is shown in Figure 5(b).

• New Cluster Consider the sub-cluster as a new clus-
ter, thus assigning it a label. If the label already exists
a merge is performed between the current sub-cluster
and the appropriate cluster. This action is performed
when the sub-cluster is clearly a different character
from the corresponding cluster’s character. Such cases
are common when the number of labeled clusters is
smaller than the different existing classes/characters,
so the user can help the system “discover” new charac-
ter classes or correct a bad clustering result.

(a) (b)

Figure 5: Example of the representative mean image
for the case (a) junk action (b) unassign action

Summarizing, given the representative mean images of the
sub-cluster, the user should decide which action is the most
appropriate one for a better clustering and eventually un-
varying sub-clusters. Such a scenario is depicted in Figure 4,
where in the cluster ‘c’ are also instances of the character

‘o’ (‘o’ hasn’t been “discovered” yet). So we choose the new-
cluster action for the bottom-left sub-cluster, while assigning
the label ‘o’, and the unassign action for the bottom-right
sub-cluster, which seems to consist of both characters.

It should be noted that the user should identify each con-
structed cluster and mark it with the corresponding label.
This labeling is essential for the upcoming recognition stage.

3.3.3 Cluster Initialization
For the initialization of the clustering procedure the GUI

provides two options: 1) a k-means clustering on the initial
feature descriptors to a predefined number of clusters and
2) the usage of a clustering result from a previous use of the
GUI. The second option apparently speed up the procedure
and can be used to quickly adapt (with the least effort by the
user) to slightly different font for a different set of images.

4. OPTICAL CHARACTER RECOGNITION
The final stage of the proposed system is the charac-

ter recognition according to the generated character classes.
This procedure is in fact independent of the previous steps,
i.e. given the generated classes from a set of images the
recognition scheme can be applied to a different set. The
only prerequisite is that the training and the testing sets
have the same font (a possible difference in scale can be eas-
ily computed using the median connected component size,
as in the preprocessing stage). Additionally, similar to the
preprocessing stage, an ASF filtering is applied to the images
before recognition.

4.1 Template Matching
Recognition is performed using template matching (a tem-

plate corresponds to a generated class), thus providing a
segmentation-free OCR methodology. The choice of tem-
plate matching is related to our approach of constructing an
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(a)

(b)

Figure 6: Examples of Optical Character Recognition.

effective system consisting of simple components. However,
contrary to the rest of the system components, template
matching is rather slow due to the convolution of each tem-
plate with the document image.

4.1.1 Template Selection
First, a template for each cluster is generated. We ob-

served that for a sufficiently good clustering, which is pro-
portional to the time devoted by the user during the semi-
supervised clustering, a mean image of the raw character
images is a valid choice. The mean image, given that it is
generated from a sufficiently large set of images, is represen-
tative of the class, while noise is significantly reduced.

4.1.2 Normalized Cross-Correlation
Having extracted the representative templates, the tem-

plate matching is performed using normalized cross - corre-
lation which is computed for every pixel via Eq.6 (I is the
image, T is the template, Wu,v is the set of pixels corre-
sponding to a window equal to the template’s size and cen-
tered at the pixel {u,v}, µI , σI the local mean and standard
deviation of the image corresponding to Wu,v and µT , σT

the mean and standard deviation of the template image).
Normalized cross-correlation, denoted by c, takes values in
the range [−1, 1], where 1 denotes an exact match and -1 de-
notes complete dissimilarity. It is a widely used technique for
template matching due to its contrast insensitive property; a
useful property for detecting faint characters. This insensi-
tivity is achieved by dividing the convolution with the local
standard deviation of the image and the template’s standard
deviation. The normalized cross-correlation is implemented
according to [11], using integral images for the computation
of the local mean and deviation of the document image.

c(u, v) =
1

|W |

∑
x,y∈Wu,v

[I(x, y)− µI ][T (x− u, y − v)− µT ]

σIσT
,

(6)

However, the aforementioned insensitivity is a hindrance
in some cases, resulting to false detections, e.g. noise with
high variance. Therefore, a semi-normalized approach is
adopted. Specifically, we assign a threshold in standard de-

viation σth, such that the local deviation is constrained as
given by Eq. 7.

σ′I(x, y) =

{
σI(x, y), if σI(x, y) > σth

σth, if σI(x, y) ≤ σth
(7)

We chose this threshold to be twice the median1of the
local standard deviation of every background pixel, which
is denoted by σb, i.e. σth = 2σb. We can find the median
standard deviation of the background using Sauvola’s bina-
rization method with almost no extra computational cost,
as the local mean and standard deviation have already been
computed.

4.1.3 Character Recognition
After performing the template matching, we obtain the

normalized cross-correlation coefficients for every pixel and
we want to find the possible positions/regions of the rec-
ognized character. In order to obtain a reasonable number
of possible candidates for each template we discard loca-
tions where c(x, y) < cth. Furthermore, we retain only the
positions corresponding to local maxima by performing a di-
lation on c with a structural element of the size of the tem-
plate. The threshold cth, after experimentation, is set to
0.75 which assumes a fair similarity between the template
and the corresponding region of the image.

Concerning the final recognition of the image characters,
the issue of overlapping regions between different templates
should be addressed. Generally, the best spatial arrange-
ment for a set of points can be found by dynamic program-
ming as a generalization of the best sequence problem (e.g.
Viterbi algorithm). However, for our simplified case, where
usually very small groups of character are overlapping sig-
nificantly, this can be resolved by finding such each group
and choose only a candidate template as a “winner”. The
winner is the character with the biggest similarity value c.
The results of the character recognition can be shown in Fig-
ure 6. It should be noted that the presented segmentation-
free method works well even for underlined text as it can be
observed in Figure 6(b).

1the choice of median instead of mean is made in order to
obtain a less sensitive value due to outliers.
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Figure 7: Examples of Dataset Images.

4.2 Page Recognition
The last step of the recognition stage, in the context of a

complete OCR system, is the retrieval of the text from the
document image. Given the labels of the recognized char-
acters and their positions, our final task is to align them
into a readable text. This task is performed in a similar
way to simple line detection techniques (e.g. using Hough
transform) under the assumption that lines can be easily
separated, which is a fair assumption for typewritten docu-
ments.

5. EXPERIMENTAL RESULTS
Having described the proposed system, we want to evalu-

ate it in terms of recognition on a selected dataset. Recogni-
tion results serve as an indirect evaluation of the quality of
the generated classes by the proposed clustering approach.

The dataset contains typewritten pages of technical/ sci-
entific nature from the collection of the University of Inns-
bruck (in German). Some pages are originals (directly im-
pacted by the typewriter keys and ink ribbon) and some are
carbon copies (produced by the force of the typewriter keys
through a carbon sheet behind the originals). There are oc-
currences of manual corrections and annotations in various
places. All pages were scanned at 300dpi, the majority in
color - the rest in grayscale. Some examples of documents
featuring the variety of the dataset are presented in Figure 7.
The database consists of 8 different sets of document pages,
which may vary in font or level of noise.

The number of pages that are used for feature extraction
and clustering are 10 and correspond to the training set.
We have observed that in practice the choice of 10 pages
is sufficient and produces ∼ 15000 character images. An
increase in the number of training image doesn’t have any
significant effect in the accuracy of the proposed system and
slows noticeably the procedure, making the use of the GUI
time-consuming due to unnecessary waiting between each
iteration.

The evaluation of the system is performed by measuring
the error rate of the recognized text, defined as the edit
distance between the generated text and the groundtruth
divided by the number of the characters in the groundtruth
text. The spaces are discarded from every text in order
to have a meaningful error rate since the proposed system
does not count them (there isn’t a template corresponding
to space). Our proposed methodology is compared to the
ABBYY FineReader11.0 [12], which is set to typewritten
German in order to be consistent with the used database.

Initially we choose only one set and perform the proposed
clustering scheme with the aforementioned GUI on 10 ran-
domly chosen pages from this set. The initialization of the
GUI clusters is performed using k-means clustering, where
k = 10. We evaluate our OCR for the following cases: 1)
the remaining set (SetA) 2) the rest of the sets (SetB). This
is done in order to evaluate the dependency of the OCR
to the font and the variability of the different sets. The
resulting error rates are shown in Table 1. It is observed
that the recognition error of the proposed system is signif-
icantly lower for the set used for training, mainly due to
the same font, outperforming FineReader. However, in the
more generic case of SetB, the Finereader preserves a similar
error rate in contrast to our methodology which deteriorates
noticeably. The main reason for that is the variability of the
fonts in the sets. Considering user’s interaction the whole
procedure takes about 15 minutes with a random k-means
initialization, which assumes no prior knowledge. This can
be considered relatively fast, considering that the user as-
sisted the system to “discover” as much existing characters
as possible without any initial information.

Table 1: Error Rate for Page Recognition
FineReader11 Proposed System

SetA 12.20% 6.00%
SetB 10.92% 16.38%
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To overcome the aforementioned problem, we try to adapt
the clustering results to each set using the GUI initialized
to a previous clustering in order to speed-up the procedure.
Therefore we introduce a second scenario where having as
initial clustering the one from the first experiment, we re-
train our system to the current set (by choosing 10 training
images). Using the aforementioned initialization, the user’s
interaction time is significantly reduced to about 5 minutes,
since most of the clusters are found correctly instantly and
only minor changes are required. The recognition results
are presented in Table 2 along with the error rate without
re-training (corresponding to the first experiment) and the
percentage of unidentified characters of the groundtruth. As
unidentified characters we refer to those which do not cor-
respond to any of the generated classes (the total number of
classes that our system produced in each set is also provided
in parenthesis in Table 2). The overall recognition rate of
our system is greatly improved, as expected. Individually
for each set, the proposed system outperforms FineReader
only for two cases.

The main reason for the increased error rate in specific sets
is the state of the documents, where many faint characters
are present and template matching is not very suitable for
these cases. Additionally, a reason which leads to a further
deterioration of the recognition result is that the recognized
text consists of as many character classes as the generated
clusters, while the groundtruth text may have more classes
(either they are not present in the training images or the
system was unable to “discover” them mainly due to their
few occurrences). This can be observed at the last column
of Table 2. However, it should be noted that using a sim-
ple template-matching technique provides promising results
after a brief period of user’s assistance, even though no pre-
trained models are used (e.g. FineReader).

Table 2: Error Rate for Page Recognition after Re-
training each Set

FineReader
Proposed
System

Retrained
Proposed
System

Unidentified
Characters
(#Clusters)

Set1 12.20% 6.00% 6.00% 0.65%(63)
Set2 15.77% 23.70% 18.90% 13.43%(62)
Set3 15.75% 16.18% 8.51% 1.53%(65)
Set4 9.62% 16.15% 11.27% 1.16%(67)
Set5 7.62% 18.51% 12.04% 1.31%(66)
Set6 7.84% 15.06% 10.43% 1.31%(69)
Set7 7.58% 15.73% 9.56% 1.28%(69)
Set8 4.41% 9.85% 6.17% 1.63%(64)

Total 10.92% 16.65% 11.62%

6. CONCLUSIONS
A trainable historical typewritten document recognition

system is presented that focuses on a simple but yet effective
user interaction. Specifically, the user provides the necessary
feedback, using simple predefined actions via the presented
GUI, for the realization of an efficient semi-supervised clus-
tering system. The extracted clusters are used to generate
templates and a template matching is performed, resulting
to a segmentation-free optical character recognition method-
ology. The proposed system has efficiently clustered the

classes/characters for historical typewritten documents and
obtained low error rate in the OCR task, especially after
performing a fast re-clustering in order to capture changes
in the font. A possible future extension of the presented
work will be the substitution of the recognition step, i.e. the
template matching, with a more sophisticated methodology.
Specifically, state-of-the-art classifiers can be utilized while
working on a feature space, such as the HOG descriptors or
even the projected space generated by the LDA technique
during the proposed clustering approach, rather than on raw
images.
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