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Abstract. Digital preservation of newspaper archives
aims both at the salvation of endangered material (pa-
per) and at the creation of digital library services that
will allow full utilization of the archives by all interested
parties. In this paper, we address a series of issues per-
taining to the retro-conversion of newspapers, i.e., the
conversion of newspaper pages into digital resources. An
integrated approach is presented that provides solutions
to problems related to newspaper page image enhance-
ment, segmentation of pages into various items (titles,
text, images etc), article identification and reconstruc-
tion, and, finally, recognition of the textual components.
Emphasis is placed on the most difficult intermediate
stages of page segmentation and article identification and
reconstruction. Detailed experimental results, obtained
from a large testbed of old newspaper issues, are pre-
sented which clearly demonstrate the applicability of our
methodology to the successful retro-conversion of news-
paper material.
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1 Introduction

Newspaper archives incorporate a number of facets con-
cerning a country’s social, political and economic his-
tory. Therefore, they are rightfully considered part of
a country’s national heritage. Digital preservation of such
archives aims both at the salvation of endangered ma-
terial (paper) as well as the creation of digital library
services that will allow full utilization of the archives by
all interested parties. In that sense, to achieve proper dig-
ital conversion of newspaper archives, one should take
steps in a direction that will suit the needs of specialists

and enhance their research capabilities (e.g., journalists,
historians, sociologists, etc.) but will also cater for infor-
mation access facilities offered to the citizen.

A fundamental step in the digital retro-conversion of
newspaper archives is the optimization of the methods
relevant to the acquisition and the storage of informa-
tion. More specifically, automatic document layout analy-
sis and understanding is of paramount importance for any
serious attempt to digitize an archive of considerable size,
if one wishes to achieve a viable solution both in terms of
time and cost.

A number of different problems need to be tackled be-
fore this procedure can be fully automated. These prob-
lems refer both to the actual input, such as image en-
hancement by noise removal from the scanned pages, as
well as the logical organization of the input for storage
purposes, for example the isolation of newspaper articles
by document understanding techniques, such as segmen-
tation and labeling. Successful tackling of these prob-
lems allows subsequent efficient cataloguing by employing
OCR, full text retrieval and information extraction tech-
niques, greatly reducing time and financial cost of manual
indexing.

In this paper, an integrated approach is presented
that provides solutions to problems related to newspa-
per page image enhancement, segmentation of pages into
various items (titles, text, images etc), article identifica-
tion and reconstruction, and, finally, recognition of the
textual components. At the first stage of our workflow,
we deal with image preprocessing (see Sect. 2) and specif-
ically with image filtering for the improvement of image
quality, as well as with skew correction in order to re-
store horizontal image status. For image enhancement, we
use an accurate and quick method based on the trans-
form of the binary image to grayscale according to the
density of neighboring foreground pixels inside a window.
Defining a threshold, we extract a shrunk image. In the
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same way, using background pixel information we extract
a swelled image. Successive application of shrinking and
swelling procedure results in satisfactory image enhance-
ment. For skew detection, we use a fast Hough transform
approach based on the description of binary images using
rectangular blocks. At the second stage, the main image
components are automatically extracted (see Sect. 3). We
propose a new technique for newspaper page segmenta-
tion based on gradual extraction of image components
in the following order: lines, images and drawings, back-
ground lines, special symbols, text and title blocks. At the
final stage, individual articles are traced and automat-
ically recognized using suitable optical character recog-
nition techniques (see Sect. 4). For article tracking, we
followed a novel rule-based approach, which exploits the
segment relationships that exist in the page layout format
of newspaper pages. For the recognition of all text blocks,
we integrated an OCR module which involves character
segmentation, reliable feature extraction, and finally, fast
and effective classification.

The testbed of our experiments is a collection of im-
ages from the newspaper “TO VIMA” published daily
by Lambrakis Press S.A. from 1922 to 1982 and weekly
from 1982 to the present. Lambrakis Press S.A. owns
a large collection of newspapers and periodicals that con-
sists of 1 300000 pages and covers a time period from 1890
up to the present. This material is divided into 600000
A2 pages, 500 000 A3 tabloid, and 200000 A4 pages ap-
proximately. Our team is working on all aspects of the
transformation procedure necessary to turn the printed
material to an accessible digital archive (verification and
quality control, digitization, cataloguing, search and re-
trieval, design and content presentation). The methods
concerning automatic page analysis that are presented in
this paper have already been applied with encouraging re-
sults even in cases where text regions and graphs co-exist
in a particularly noisy environment.

2 Image preprocessing

Retrospective conversion of published newspapers poses
a number of difficulties concerning the actual digitization
process. The hardware options on what is termed “news-
paper scanners” are not wide and an effective workflow
ought to be designed that will strike a balance between
quality of scanning and time-efficiency if the physical
archive is to be turned digital for further manipulation.

Due to the inherent low quality of old newspaper edi-
tions and to possible errors in the digitization process
(the page is not positioned correctly on the scanner or
the scanner automatic selection of binarization thresh-
old is not correct) preprocessing of the image is essen-
tial before proceeding to other stages. This preprocessing
mainly concerns image filtering for the improvement of
image quality, as well as skew correction in order to re-
store horizontal image status.

Image filtering is mainly associated with problems
such as noise elimination, isolated pixel removal, filling
of possible breaks, gaps or holes, enhancement of char-
acter image body [17, 20]. Old newspaper images have
extra noise between letters due to the old printing matrix
quality or ink diffusion. The most common techniques for
document image filtering are the application of morpho-
logical transformations to the original image [19]. Accord-
ing to these techniques, for each foreground pixel a struc-
turing element is superimposed in order to achieve image
shrinking or swelling.

These are standard image processing operations.
Shrinking refers to the replacement of foreground pix-
els belonging to thin image regions by background pix-
els, while swelling refers to the enhancement of thin
regions by replacing neighboring background pixels by
foreground pixels. We use a very accurate and quick
method for image enhancement based on [38]. The image
is transformed to grayscale as follows: a sliding window
(n×n) is moved over the image. For each position of the
window the central pixel is assigned a gray level value pro-
portional to the density of foreground pixels inside the
window. Assigning a threshold, the extracted image is
converted into binary, which is shrunk compared with the
original image. Defining a threshold T , the shrunk binary
image is extracted. Respectively, we use background pixel
information in order to produce a swelled binary image.
A window (n×n) is moved over background pixels as-
signing for each pixel a value according to the density of
background pixels inside the window. Assigning a thresh-
old to the extracted grayscale image, the original image is
swelled. Defining a threshold T , the swelled binary image
is extracted.

Successive application of shrinking and swelling pro-
cedure results in satisfactory image filtering. An example
of this procedure is demonstrated in Fig. 1. Figure 1a
shows the original image and Fig. 1b shows the result
of the above filtering procedure for a 5× 5 window. In
Fig. 1b, the application of a 5×5 mask leads to a satis-
factory character restoration by enhancing the character
and removing some of the noise. For example, notice that
most of the spurious thin vertical lines originating from

(a)

(b)
Fig. 1. a Original image. b Image filtered with a 5×5-window pro-
cedure, resulting in successful character enhancement and noise
removal
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low quality printing, which are present in Fig. 1a, have
been removed in Fig. 1b.

For skew detection there are several methods, based
mainly on the Hough transform [18, 27], projections [2, 8]
the Fourier transform [37] as well as the correlation be-
tween vertical image lines [12, 13, 48]. The Hough trans-
form based methods are the most popular but they are
computationally expensive. Different fast Hough trans-
form based methods have been proposed, including the
creation of the grayscale “burst image” [18] and the use of
only a selected square of the document where only bottom
pixels of candidate objects are preserved [27]. In our pre-
processing scheme, we use for skew detection a fast Hough
transform approach based on the description of binary
images using rectangular blocks [16, 36]. This technique
has been developed by two of the authors in previous
work. The Block Hough Transform (BHT) method takes
advantage of the rectangular decomposition of a binary
image and achieves fast evaluation of the Hough Trans-
form field by analytically calculating the contribution to
the cells in the Hough accumulator array of a whole rect-
angular block rather than that of each individual pixel.
Newspaper images are mixed document images contain-
ing text with fonts of different sizes, images, lines, etc.
A smoothing technique (such as RLSA [45]) helps the ex-
traction of large size rectangular blocks in order to speed
up the application of BHT.

3 Page segmentation

During the page segmentation stage, the main image
components are automatically extracted. These compo-
nents are: text, titles, images, lines (vertical and ho-
rizontal) and special symbols (such as an arrow indicating
that an article continues on another page). Many algo-
rithms for page segmentation have been proposed based
on three fundamental approaches: on the smearing and
labeling of regions [7, 10, 23], on the image profiling in
various directions [28, 44] and on texture information [39–
41, 47]. All techniques have not been successful in achiev-
ing newspaper segmentation because of the haphazard
layout of newspaper articles and their very close contact.
We propose a new technique for newspaper page segmen-
tation based on gradual extraction of image components
in the following order: Lines, images and drawings, back-
ground lines, special symbols, text and title blocks. It is
essential to identify the background lines in order to pre-
serve the small background vertical zones between text
blocks. The methods applied for every category of image
component to be extracted are as follows:

Lines. Vertical and horizontal line extraction is essen-
tial for two main reasons: first, because lines are used as
tags for article identification (see Sect. 4), and secondly,
because lines may be too close to text regions (as in ta-
bles or forms). Thus, text blocks will be more effectively

extracted if lines are removed from the original image.
The most popular techniques for vertical and horizontal
line identification are based mainly on the Hough Trans-
form [9] as well as on morphological transformations [25].
We propose a new technique for line extraction, which
combines fast implementation with accurate results. The
algorithm we use is based on the following steps: a) image
sub-sampling with respect to foreground pixels. Every
foreground pixel of the original image is projected to the
sub-sampled image Ims (we used 1:4 sub-sampling) so
even dotted lines are transformed to continuous lines; b)
from the image Ims we extract two gray scale images ImV
and ImH, returning for every foreground pixel the length
of the vertical (for ImV ) or horizontal line (for ImH )
it belongs to; c) the resulting images are thresholded so
only pixels belonging to large lines remain; d) large lines
are defined using the Contour Following technique [35].
The method has tolerance to slight line skewing as well
as to dotted or broken lines. The parameterization of
the method includes minimum length, maximum width,
as well as maximum gap of the extracted line segments.
Figure 2 illustrates the performance of the proposed line
extraction algorithm: Fig. 2a is the original image and
Fig. 2b shows the extracted vertical and horizontal lines.

Images and drawings. In newspaper pages, the existence
of images and drawings within a very short distance of
text is very frequent. Identifying and extracting the im-
ages and drawings from the original newspaper image is
essential before proceeding to text extraction phase. Most
approaches to this first attempt to detect major compon-
ent blocks and then use simple statistical tests to clas-
sify them as text or images [3, 31, 45, 46]. In newspaper
images, it is rather difficult to detect major component
blocks because different elements are too close (an image
and its corresponding captionmay interfere). For this rea-
son, we use a novel technique that is based on primary
search only for image segments. In this stage, our objec-

(a) (b)
Fig. 2. a Original image. b Vertical and horizontal line extraction
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tive is to detect composite regions whose surrounding box
height will help us distinguish text and image/drawing re-
gions. Therefore, we try to keep text lines separate while
at the same time connecting different regions of the same
image. This is done by subsampling the image only with
respect to background pixels. This stage often suffices to
distinguish between text and images/drawings. For pos-
sible image segment extraction we use the Run Length
Smoothing Algorithm (RLSA) [34, 45] focused on back-
ground pixels. According to this technique, successive
background pixels forming a segment of small length are
transformed to foreground pixels.We extract all segments
using Connected Component Analysis [23, 45].

After this, we ensure the existence of images or draw-
ings by analyzing the Fast Fourier Transform (FFT) of
the horizontal projections of segmented regions. The ho-
rizontal projections of text blocks exhibit a more or less
periodical structure because of the presence of equally
spaced text lines. Therefore, by transforming these pro-
jections to the frequency domain using the FFT, we ex-
pect the presence of dominant non-zero frequencies. On
the other hand, the horizontal projections of images and
drawings do not normally exhibit a periodical structure,
so that a transformation to the frequency domain does
not result in the presence of dominant frequencies. Fig-
ure 3 shows the difference of the corresponding FFT field
for a text area (Fig. 3a),and an image area (Fig. 3b). Only
in Fig. 3a (text area) is there a dominant frequency of
a significant amplitude.

Background lines. The same technique as the one we used
for vertical foreground lines is applied, this time work-
ing with background pixels. All background vertical lines
found constitute separating border between two close
neighboring text columns and are identified in order to
help the text block extraction stage. This procedure is
essential for processing old newspapers with dense lay-

Fig. 3a,b. FFT field for a text area (a) and an image area (b). In
a a dominant frequency is observed at 30 Hz, while in b there are
no dominant frequencies

out, i.e., very small horizontal or vertical spacing between
neighboring segments.

Special symbols. Locating special symbols in newspaper
images helps defining special regions (such as references,
which are text regions lying on the right side of arrows
indicating that an article continues on another page, as
well as special symbols defining separating tags between
articles). Connected Component Analysis helps us lo-
cate special symbols according to their geometric features
(such as the ratio of height to width). To ensure the
existence of special symbols we use a pattern matching
technique [20].

Text and title blocks. At this final stage of page segmen-
tation, we must extract text and title blocks from the
remaining image (all the above mentioned components
have been extracted).We propose a novel method for text
block extraction that is based on RLSA with adaptive pa-
rameters. We first proceed with a connected component
analysis of the image and every foreground pixel is as-
signed a value according to the height of the box of its
connected area. After this procedure, the image is con-
verted to gray scale and every pixel has an approximate
classification to either normal text or title according to
its gray scale value. At the same time, possible remaining
image noise is rejected. Next, we proceed with a smooth-
ing of the image using RLSA with smoothing factors de-
pending on the first classification of every pixel to text or
title. From this smoothing procedure we exclude all back-
ground pixels belonging to the already located vertical
background lines. Using a contour following technique, we
manage to extract all text and title regions with great
accuracy. To speed up the entire text and title extrac-
tion process we use an image sub-sampling with respect
to background pixels (we used 1:2 sub-sampling). In this
way, we also ensure that vertical neighboring letters will
not connect, which is essential for discriminating text
against titles.

Finally, newspaper page decomposition is obtained
after a heuristic labeling of certain segments such as cap-
tions which are text segments lying below images and text

(b)(a) (c)

Fig. 4a–c. Final newspaper image decomposition. a Original
image, b segmented image, c identified articles
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titles which are one-line text segments. Figure 4 shows the
final page decomposition of a newspaper image. Figure 4a
shows the original image, while Fig. 4b shows the decom-
position of the image to its basic components.

4 Article identification and recognition

4.1 General remarks

The primary unit of information in a newspaper is the
article. The main purpose of automatic newspaper page
analysis is to build suitable digital representations for
the contents of an article. To this end, two successive
processes must be applied to the segmented newspaper
items. First, it is required to digitally reconstruct articles
by identifying, gathering and representing in digital form
all individual components (headline, text, images etc.) of
each specific article. At a second stage, it is very import-
ant to automatically recognize the textual content of the
individual components using suitable optical character
recognition techniques. Using state of the art methods,
it is possible to achieve very high recognition rates at
the OCR stage. Therefore, it is obvious that the main
burden for achieving reliable digital representation of the
article content falls on the article reconstruction stage.
Thus, in this paper we place particular emphasis on the
first task of article components reconstruction. Our re-
lated methodology is presented in the next subsection and
a full evaluation is given in Sect. 5. For reasons of com-
pleteness, we also present in Sect. 4.3 the OCR techniques
used for the recognition of the textual parts of the identi-
fied articles.

4.2 Article components reconstruction

After segmenting a newspaper page, it is very import-
ant to automatically identify the articles on a page, since
articles are the milestones of a digital library based on
newspaper material. An article is considered to consist of
a headline and a collection of segments having a logical
type among the following: over-headline, sub-headline,
title, text, picture, caption and article continuation in-
dicators (references). Headlines, over-headlines and sub-
headlines are labeled after sufficient evidence for the
starting point of an article in the newspaper page is
found. A segment that is not associated to any of the
headlines of a page is considered to be unassigned. Unas-
signed blocks are usually the continuation of an article,
which has started from another page of the newspaper
issue.

An overview of the current techniques applied in order
to solve document image understanding problems can be
found in Jain et al., [21] and in Summers [42]. However,
the overwhelmingmajority of the researchers are address-
ing the problem for scientific journals, which makes their
results of less importance for understanding newspaper

pages, since newspapers have a completely different and
considerably more complex page layout. Our approach
exploits the segment relationships that exist in the page
layout of a newspaper. These relations are depicted as
a set of rules. A similar approach is given by Niyogi [32].
However, the set of rules given by Niyogi is inadequate
to handle the large variety of page layout of our testbed
collection. The aim of our rules is threefold. The first ob-
jective is to distinguish among segments of the same type
those that separate articles. For example, if we consider
horizontal lines, our rules try to distinguish them either
as underlines or as lines that separate articles. The sec-
ond objective is to label master title, title and text title
segments as headlines, over-headlines or sub-headlines ac-
cording to their segment height and position from the
starting point of an article. Finally, the third objective is
to group a number of segments that have different types
around a headline. The aforementioned rules exceed 40 in
number and can be grouped in the following categories:

a) Rules determining the header area of the page. These
rules try to identify the longest horizontal line in the
top area of the page that exceeds a threshold length
value.

b) Rules that distinguish underlines from lines that di-
vide articles. These rules consider as underlines short
lines, lines under master titles, titles etc. In contrast,
lines below a text segment are considered as lines that
divide articles.

c) Rules that locate white rectangular areas on the page
that separate articles. These rules consider, among
other things, white areas that exceed a threshold in
height.

d) Rules that identify segments which are in the border
of an article. These rules locate special patterns that
are used to separate neighboring articles.

e) Rules that find the headlines. These rules consider
groups of neighboring master titles, titles and text ti-
tles below a horizontal line as headlines.

f) Rules that specify the over-headline and the sub-
headline that possibly accompany a headline. These
rules classify titles and text tiles as over-headlines or
sub-headlines according to their relative position to
a headline.

An example of a newspaper article identification is de-
picted in Fig. 4c.

4.3 Optical character recognition

The recognition of all text blocks is of great interest in
digital newspaper library design. Using recognized text as
an input to an effective Text Retrieval system boosts the
efficiency and the usability of the digital library. We inte-
grated an OCR module developed in earlier work of some
of the authors [11] which involves the stages of character
segmentation, the stage of extracting reliable features for
every character and finally, the stage of recognition using
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Fig. 5. OCR module for newspaper recognition

a fast and effective classifier. In Fig. 5 our OCRmodule is
demonstrated.

The proposed techniques for character segmentation
involve construction of a decision tree for resolving ambi-
guities in segmenting touching characters [29, 43], recur-
sive algorithms for merged characters [5], and a Hidden
Markov Model to the touching and degraded text [4]. We
used a dynamic recursive segmentation algorithm spe-
cially for merged characters based on pixel and profile
projections [30]. The pixel projection consists of the total
number of foreground pixels in each vertical column. The
profile projection is the profile of the external contour of
the text line as seen from the top or bottom. The cut-
ting points for touching characters are obtained in the
horizontal positions where the segmenting objective func-
tion is maximized.

Many OCR systems have been proposed based on
statistical, matching, transform and shape features [1,
6, 14, 33], combining a feature-extraction technique with
a classifier scheme, such as: features based on the ap-
plication of the distance transform in combination with
a k-Nearest-neighbor classifier [26], end-points, corners
and tees extraction as features and a binary decision tree
classifier [15, 24], shape clustering feature extraction and

Table 1. Segmentation and labeling results

First pages Middle pages Last pages Total
Recall Precision Recall Precision Recall Precision Recall Precision

% % % % % % % %

Master title 96.07 89.68 95.66 83.69 96.95 89.79 95.86 85.20
Title 88.56 92.73 84.53 86.38 92.34 91.83 85.99 87.85
Text title 94.08 88.97 83.15 88.85 90.61 92.45 85.46 89.29
Text 98.61 98.02 97.23 95.68 97.82 96.45 97.48 96.07
Image 98.07 94.87 98.00 99.20 100 95.83 98.24 98.23
Caption 79.48 89.74 97.2 97.2 58.33 41.66 90.23 89.56
Reference 82.05 100 100 100 – – 85.66 100
Horiz. line 98.08 95.34 97.56 94.43 98.32 96.02 98.19 95.74
Vert.line 98.14 99.06 98.44 98.95 98.26 99.00 98.37 98.97
Headline 92.37 94.12 90.82 87.56 93.71 94.38 91.36 89.23
Over-headline 78.18 100 89.00 69.00 81.90 96.38 86.74 76.31
Sub-headline 81.54 81.12 73.26 75.26 80.03 91.78 75.14 78.00

statistical Bayesian classifier [22]. The choice of appropri-
ate features in OCR techniques is of utmost importance.
Some of the characteristics that must be embodied in the
feature extraction scheme are: discrimination, reliabil-
ity, independence, small feature space and low computa-
tional cost. To this end, we selected as features appropri-
ately weighted averages originating from the application
of overlappingGaussian masks to the character body [11].
This feature extraction scheme achieves great tolerance
to noise and deformation with simultaneous low compu-
tational complexity. Using those features as an input to
a k-Nearest-neighbor classifier we achieve high recogni-
tion rates which are in the range of 99.7%.

5 Experimental results

All the proposed techniques for newspaper page analysis
and identification were tested extensively on a large set
of newspaper images. The experimental results that fol-
low prove the efficiency and the accuracy of the proposed
methodology for segmentation and component labeling as
well as for article identification.

The test set contains 100 pages from the newspa-
per� TO VIMA� with publication dates from 1965 to
1974. The basic characteristic of the test set is the var-
iety in the page layout as well as noise existence due to
low-quality paper. The test set is divided into first, middle
and last page sets (13, 75, and 12 pages respectively) in
order to extract conclusions for the behavior of the page
analysis techniques in those three main newspaper page
categories. All experiments were implemented on a PC
with a Pentium II 350MHz processor and the average
time for page analysis (segmentation and article tracking)
was 9 sec.

The experimental results are summarized into three
tables. Table 1 demonstrates the efficiency of image
decomposition into its basic components, Table 2 presents
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Table 2. Confusion matrix

FOUND REAL
Master title Title Text title Text Image Caption Other

Master title 85.20 11.02 0 0.9 1.80 0 1.08
Title 0.97 87.85 6.85 1.97 0 1.97 0.39
Text title 0 0 89.29 3.58 0 1.29 5.84
Text 0 0 2.41 96.07 0 0.82 0.70
Image 0 0 0 1.77 98.23 0 0
Caption 0 0 3.25 7.19 0 89.56 0

the confusion matrix among different segmentation items
and Table 3 demonstrates the efficiency of the technique
for identifying the articles the newspaper image consists
of. In order to trace the correctness of the identified elem-
ents, (segments or articles) we calculated the recall and
precision values. Recall value is the number of correct
elements found divided by the total number of elem-
ents we are looking for. Precision value is the number of
correct elements found divided by the total number of
elements found. Recently, Summers [42] used the same
criteria in order to evaluate her techniques. In Table 1,
recall and precision values are calculated for all basic
image segments found, analytically for the three page
categories (first, middle and last pages). In Table 2, the
confusion matrix for the page segmentation phase is pre-
sented. Thus, an analysis of the segment categories that
are erroneously identified can be carried out. In Table 3,
recall and precision values are calculated for article track-
ing. An identified article is regarded as correct only if all
its segments are grouped together correctly. Additionally,
the number of segments that are classified correctly is
calculated. As we can observe from the tables:

– Image segmentation into main components has suc-
cess rates over 85% in both recall and precision calcu-
lation.

– Significant success is recorded in tracing text, im-
ages, vertical, and horizontal lines. Recall and preci-
sion rates exceed 96%.

– The segmentation technique mostly confuses: master
titles with titles, titles with text titles, text titles with
text, and captions with text.

Table 3. Article tracking results

Recall Precision Segments with
% % correct article

classification
%

First pages 81.54 81.12 93.21
Middle pages 72.43 74.38 89.27
Last pages 85.66 90.18 93.01
Total 75.20 77.15 90.23

– The article tracking methodology exhibits success
rates over 75% in both recall and precision calcula-
tion. This result does not seem impressive compared
to the previous results given above. However, there are
two reasons that explain this behavior. First, article
tracking is very sensitive to errors; if a segment is in-
correctly classified to an article, then two articles are
incorrect, one that has an additional segment and one
that has a missing segment. Calculating the segments
that are classified correctly, we get a success rate of
90% or greater. Secondly, there are many exceptions
to the page layout format of the newspaper page that
is not followed faithfully by the typesetters. This is
particularly true for the middle pages.

An interesting overall observation is that our techniques
achieve high recall and high precision at the same time.
A similar effect has appeared in Summers [42] also. In
other areas where these measures are used, i.e., Infor-
mation Retrieval, it is common that there is a trade-off
between recall and precision. It is interesting to further
exploit this difference in behavior.

6 Conclusions

In this paper, a number of problems regarding the digital
retro-conversion of newspapers were addressed. Image en-
hancement, segmentation, article tracking, and OCR can
be done economically and in a fraction of the time that
manual approaches require. The experimental results pre-
sented here clearly indicate that automating the process
of converting newspaper pages to digital resources is feas-
ible with adequate success. These digital resources can be
the foundation of a digital library. We believe that our
approach can be extended to cover other materials, im-
portant to the preservation of cultural heritage, materials
that are currently available only in libraries and archives.
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