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This paper presents a novel automatic method (AutoSummENG) for the evaluation of summa-
rization systems, based on comparing the character n-gram graphs representation of the extracted
summaries and a number of model summaries. The presented approach is language neutral, due to
its statistical nature, and appears to hold a level of evaluation performance that matches and even
exceeds other contemporary evaluation methods. Within this study, we measure the effectiveness
of different representation methods, namely word and character n-gram graph and histogram, dif-
ferent n-gram neighbourhood indication methods, as well as different comparison methods between
the supplied representations. A theory for the a priori determination of the methods’ parame-
ters, along with supporting experiments, concludes the study, to provide a complete alternative
of existing methods concerning the automatic summary system evaluation process.

Categories and Subject Descriptors: 1.2.7 [Computing Methodologies|: Natural Language
Processing— Text analysis; 1.2.7 [Computing Methodologies]: Natural Language Processing—
Language models

General Terms: Algorithms, Languages, Measurement, Performance
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1. INTRODUCTION

The over-information commonground of recent information retrieval efforts has cre-
ated a serious motive for the design and implementation of summarization systems,
which are either based on existing information retrieval practices, or provide a
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new point of view on the retrieval process. The value of summarization has been
identified in the domain of cognitive psychology, as a means of optimizing learn-
ing [Anderson 1985, p.14]. The efforts for automatic extraction of summaries date
back to 1958 and Luhn [Luhn 1958], but is still an open issue. The difficulty in
the automation of the summarization process is that summarization — especially
from multiple documents — proves to be an abstractive mental process [Dang 2005],
which is not easy to model (see also [Endres-Niggemeyer 2000]). However, sev-
eral systems have managed to extract summaries that are rather informative, even
though they seem to suffer in terms of the legibility of the summary text [Dang
2005]. On the other hand, the evaluation of summarization systems seems to be
non-trivial in itself.

1.1 Motivation

We focus on the problem of evaluating summarization systems in an automated
fashion. In recent scientific attempts to evaluate summarization systems, a multi-
tude of problems arose, concerning mostly the inter-judge disagreement as well as
the difficulty to automatically determine the quality of a summary. These prob-
lems are met mainly within the domain of multi-document summarization, where
the synthesis of summaries appears to be more than mere extraction of text snippets
[van Halteren and Teufel 2003; Nenkova 2006].

The problem of inter-judge disagreement, as indicated in [van Halteren and Teufel
2003; Lin and Hovy 2002], is the result of human subjectivity in terms of evalua-
tion of summaries: it has been noted that human judges, appointed to grade the
quality of a summary, disagree notably between each other on the grades assigned
to different summaries. Several methodologies have been examined to systematize
the grade assignment process, aiming at smoothing or nullifying the disagreement
caused by methodology-specific practices [Nenkova 2006; Radev et al. 2000; Marcu
2000; Saggion and Lapalme 2002]. If one fails to create a methodology for humans
to correlate vigorously to each other on the process of evaluation, then either the
process of evaluation cannot be modeled objectively, which would be interesting to
examine further by itself, or we need to define the process of summarization and
its evaluation more precisely (for a more thorough discussion see [Giannakopoulos
et al. 2006]).

On the other hand, the rankings posed by human grading over summarization
systems correlate strongly. This indicates that people tend to prefer the same
systems over other systems, which leads, as we will shortly present, to research
concerning automatic evaluation methods that produce similar rankings. In order
to achieve the ranking, several attributes of summarization systems have to be
examined and graded. These attributes are based on the qualities of the output
summaries.

The problem of automatically determining the quality of a given summary ap-
pears to be approached using two different perspectives: either by intrinsic or
extrinsic evaluation [Mani and Bloedorn 1997; van Halteren and Teufel 2003]. In-
trinsic evaluation operates on the characteristics of the summary itself, independent
of the domain it may be used, trying for example to capture how many of the ideas
expressed in the original sources appear in the output. On the other hand, extrinsic
evaluation decides upon the quality of a summary depending on the effectiveness of
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using the latter for a specified task. Such a measure of extrinsic evaluation, namely
responsiveness, appeared in the Document Understanding Conference (DUC) of
2005'. This extrinsic measure has been used in later DUCs as well.

In DUC 2005, the appointed task was the synthesis of a 250-word, well-organized
answer to a complex question, where the data of the answer would originate from
25 documents [Dang 2005]. In DUC 2005, the question the summarizing “peers”,
i.e. summarizer systems or humans, were supposed to answer consisted of a topic
identifier, a title, a narrative question and a granularity indication, with values
ranging from “general” to “specific”’. The responsiveness score was supposed to
provide, as Dang states in [Dang 2005], a “coarse ranking of the summaries for each
topic, according to the amount of information in the summary that helps to satisfy
the information need expressed in the topic statement, at the level of granularity
requested in the user profile”. In other words, responsiveness grade was meant to
result in a partial ordering, indicative of how well a given summary answers a given
question, taking into account the specifications of a question. According to the
definition of extrinsic evaluation, responsiveness is an extrinsic evaluation measure.

The responsiveness grade was appointed by human judges and is therefore a
useful measure, which an automatic evaluation system would aim at determining
automatically. It is important to note that responsiveness was not meant to be an
absolute grading measure, but rather a partial ordering of the summarization abil-
ities of the peers [Dang 2005]. An automatic measure that could provide a similar
ordering should strongly correlate to the responsiveness grade ordering assigned by
humans.

Since there appears to be no absolute measure of quality for a summary, even
for human judges, an automatic measurement would require at least one model
summary (i.e. human extracted summary produced as a reference for measuring
the goodness of the summaries produced by others), also called ‘gold standard’ or
‘reference’ summary. Then, it would be possible to judge the peer summaries (i.e.
summaries extracted by peer systems). Such measurements actually determine
some kind of distance between the peer and the model summaries. The questions
posed for such an automatic measure, having the same utility as the one respon-
siveness provides, would be:

—What is the kind of information that can be used in order to represent the peer
and model summary?

—What should the actual representation method for the extracted information be,
in order to retain information valuable in the comparison process?

—Wohat kind of similarity measure can be used or defined, in order to provide
meaningful results?

Automatic methods for the evaluation of summaries exist [Hovy et al. 2005; Lin
2004; Zhou et al. 2006] and correlate highly to the measure of responsiveness. There
are, however, some desired characteristics that do not coexist in a single method.
More precisely:

LAlso see http://duc.nist.gov/
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—Language-neutrality. A method that does not require language dependent re-
sources (thesauri, lexica, etc.) can be applied directly to different languages.

—Full automation. A method should not require human intervention, apart from
the human model summaries.

—Context-sensitivity. A method should take into account contextual information,
so that well-formedness of text is taken into account. Well-formedness can be
loosely defined as the quality of a text that allows easy reading. A text that is a
random sequence of words would lack this quality, even if the words are on topic.

Our method, named AutoSummENG (AUTOmatic SUMMary Evaluation based on
N-gram Graphs), attempts to hold all these qualities, while bearing results with high
correlation to the responsiveness measure, which indicates correlation to human
judgement. The results of our experiments indicated that our method outperforms
current state-of-the-art systems in that sort of correlation, while remaining strictly
statistical, automated and context-sensitive due to the nature of the representation
used, namely the n-gram graph (more on this in section 3).

1.2 Structure of the Document

Within this document, we present an overview of the AutoSummENG method,
followed by a brief introduction to required background knowledge and related
work. After that, we elaborate on our method, both in terms of the proposed
representation of summaries, as well as the proposed similarity measures that can
be applied upon these representations. In section 3.1 we support the selection of the
presented representation via experimental results. Then, a second part concerning
a detailed model for a-priori estimation of the method’s parameters is presented and
evaluated. In addition, experiments indicative of the high evaluation performance
of the proposed method are presented in the evaluation section (section 5). We
close the paper with conclusions and future work.

2. SUMMARY OF METHOD AND BACKGROUND KNOWLEDGE

The AutoSummENG method, is based on the concept of using statistically ex-
tracted textual information from summaries, integrated into a rich representational
equivalent of a text, to measure similarity between generated summaries and a set
of model summaries. The novelty of the method concerns the following points:

—The type of statistical information extracted.
—The representation chosen for the extracted information.

—The method of similarity calculation.

The information extracted from source texts is a set of indicators of neighbour-
hood between n-grams contained within the source text. In other words, the method
proposes the extraction of relations between n-grams, given spatial proximity of
those n-grams within a given text.

Then, a graph is constructed to indicate the full set of relations deduced (as edges
between n-gram-labeled vertices), together with additional information concerning
these relations. Such representations are extracted from both generated and model
(i.e. human composed) summaries. The edges of the graphs may contain such
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information as the mean distance between the neighbouring n-grams in all occur-
rences, or a distance-weighted co-occurrence count for any given pair of n-grams,
or even a detailed distribution of distances between pairs of n-grams in texts.

Finally, a comparison between the graph representation of generated and model
summaries is made, returning a degree of similarity between the graphs. At this
point, generated summaries that are found to be on average more similar to model
summaries are considered better. Systems that generate, on average, better sum-
maries are in turn considered better systems. The comparison methodology varies
from vertex-only comparison between graphs, to full comparison including the in-
formation attached to the edges.

Given the above, we have evaluated different representation types, based on both
the type of represented data (character or word n-grams) as well as the use or
not of connectivity information between the data (graph or histogram). During its
evaluation the system was found to perform differently based on its parameters.
Therefore, a full study was conducted, focusing on how these parameters can be a
priori optimized, to provide a fully automated evaluation methodology. The study
was based on the fact that there are relations between meaningful n-grams, we call
‘symbols’ and non-meaningful ones, which we call ‘non-symbols’. These categories
of n-grams are based on statistical criteria and are used to describe how noise
can deteriorate the performance of our method, as a function of the methodology
parameters. Given this noisy-channel model of our approach, we were able to
perform an a priori estimation of the method parameters.

At this point, we will review underlying theory used in evaluation of summa-
rization systems, as well as existing methods of such evaluation. We begin by
indicating how the performance of evaluation methods is measured along with the
required statistical measures, then describe existing approaches for the evaluation
of summaries and summarization systems. Then, we provide background related
to basic concepts of our methodology, such as n-grams and graphs, also presenting
how comparison between graphs is performed and the use of graphs in the domain
of automatic summarization.

2.1 Measuring Correlation — Evaluation Method Performance

In the automatic evaluation of summarization systems we require automatic grades
to correlate to human grades. The measurement of correlation between two vari-
ables provides an indication of whether two variables are independent or not. Highly
correlated variables are dependent on each other, often through a linear relation-
ship. There are various types of correlation measures, called correlation coefficients,
depending on the context they can be applied. Three types of correlation will be
briefly presented here, as they are related to the task at hand:

—The Pearson’s product moment correlation coefficient reflects the degree of lin-
ear relationship between two variables?. The value of Pearson’s product moment
correlation coefficient ranges from -1 to 1, where 1 indicates perfect positive cor-
relation and -1 perfect negative correlation. Perfect positive correlation indicates

2The linear relationship of two correlated variables can be found using methods like linear regres-
sion.
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that there is a linear relationship between the two variables and that when one
of the variables increases, so does the other in a proportional manner. In the
case of negative correlation, when one of the two variables increases, the other
decreases. A value of zero in Pearson’s product moment correlation coefficient
indicates that there is no obvious correlation between the values of two variables.

—The Spearman’s rank correlation coefficient [Spearman 1906] performs a corre-
lation measurement over the ranks of values that have been ranked before the
measurement. In other words, it calculates the Pearson’s product moment corre-
lation of the ranking of the values of two variables. If two rankings are identical,
then the Spearman’s rank correlation coefficient will amount to 1. If they are
reverse to each other, then the correlation coefficient will be -1. A value of zero in
Spearman’s rank correlation coefficient indicates that there is no obvious correla-
tion between the rankings of values of two variables. It is important to note that
this coefficient type does not assume linear relation between the values, as it uses
rankings. However, it presumes that subsequent ranks indicate equal distance
between the corresponding values of the measured variable.

—The Kendall’s tau correlation coefficient [Kendall 1962] raises one more limitation
of the previous methods: it does not expect subsequent ranks to indicate equal
distance between the corresponding values of the measured variable.

The above correlation coefficients have all been used as indicators of performance
for summary systems evaluation [Lin 2004; Nenkova 2006]. To clarify how this
happens, consider the case where an automatic evaluation method is applied on a
set of summarization systems, providing a quantitative estimation of the latter’s
performance by means of a grade. Let us say that we have assigned a number of
humans to the task of grading the performance of the same systems as well. If the
grades appointed by the method correlate to the grades appointed by humans, then
we consider the evaluation method good. Let us now elaborate on how summary
evaluation has been described and conducted according to the literature.

2.2 Summary Evaluation

A summary, even though it is supposed to be a reduced version of original texts,
is in any case a text by itself. This stands for the model summary as well as the
peer summaries. Therefore, one needs a representation of text, which will enable
semantic similarity determination between two texts. This representation would be
an intermediate one, that would — ideally — allow us to position the original textual
information in a metric space. However, in previous publications the presented
measures do not necessarily abide by the triangle inequality and are rather simple
similarity measures.

A number of different intermediate representations of summaries’ information
have been introduced in existing summarization evaluation literature, ranging from
automatically extracted snippets to human-decided sub-sentential portions of text.
More specifically, the “family” of BE/ROUGE? [Hovy et al. 2005; Lin 2004] evalua-
tion frameworks, uses statistical measures of similarity, based on n-grams of words?,

3See also [Papineni et al. 2001] for the BLEU method on machine translation.
4We remind the reader that N-grams of words are groups of words with N elements. N-grams of
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although it supports different kinds of analysis, ranging from n-gram to semantic
[Hovy et al. 2005]. The intuition behind the BE/ROUGE family is that, in order
two texts to have similar meaning, they must also share similar words or phrases.
One can take into account simple unigrams (single words) in the similarity compari-
son, or may require larger sets of words to be shared between compared texts. Basic
Elements (BE) are considered to be ‘the head of a major syntactic constituent’ and
its relation to a single dependent. BEs are decided upon in many ways, includ-
ing syntactic parsing and the use of cutting rules [Hovy et al. 2005]. BEs can be
matched by simple string matching, or by more complex matching methods, like
semantic generalization and matching, according to the proposed framework [Dang
2005; Hovy et al. 2006].

A different approach [van Halteren and Teufel 2003] uses the “factoids”, which
are predicate-like structures representing summary information, while the approach
in [Passonneau et al. 2006] uses “Semantic Content Units” (SCUs) of the Pyramid
annotation method. These representation types — factoids, SCUs — represent ele-
mentary information units, mapping semantic information items to different surface
appearances.

Elaborating, the factoid concept specifies “atomic” pieces of information that can
differentiate summaries. These factoids are of various lengths, they are represented
in a manner similar to First Order Predicate Logic, and they are subjective. The
main directives on which factoid annotation was based, as indicated in [van Halteren
and Teufel 2003], was that a factoid could generally be represented by a simple First
Order Predicate Logic predicate. Additionally, potential factoids always appear-
ing together within a (source) text were viewed as one, joined factoid, containing
the union of all corresponding information. Systems with a high F-measure — i.e.
2?%555[%-?5 g;ffgﬁ” — concerning factoids appearing in a gold-standard summary,
were deemed better. On the other hand, Semantic Content Units are annotated,
semantically adequate fragments of a text, no longer than a sentence, which are
defined by humans as instructed by a set of predefined rules. The notion of “se-
mantically adequate” supposes that no useless fragments of information will be used
as SCUs.

On the other hand, Semantic Content Units, need not be atomic, or predicate-
like. They are mere semantic equivalents of different surface appearances. In other
words, they represent the common meaning of a set of phrases. SCUs carry a
varying weight, which is calculated in terms of the number of appearances each
SCU has within the model summaries. Thus, SCUs appearing in many model
summaries are considered salient. The evaluated summaries were given a higher
score if more high-weight SCUs appeared within them (see also [Nenkova 2006] for
more information).

Other human-decided information items appearing in the literature are “informa-
tion nuggets” [Voorhees 2003], which were defined as facts for which the (human)
“assessor could make a binary decision as to whether a response contained the
nugget”. The information nuggets were used in the question answering track of
TREC2003, which explains what the word “response” refers to in the previous defi-
nition. Summaries containing more and distinct information nuggets were assigned

characters are groups of characters with N elements.
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a higher score.

The use of factoids, SCUs, information nuggets and similar information repre-
sentations, require human assessment, which can be costly. Therefore, even though
the definition of frameworks that reduce inter-judge agreement are a necessity to
perform more robust evaluation, one needs to devise automated evaluation methods
to avoid the cost of human intervention.

The family of BE/ROUGE evaluation frameworks support such automated eval-
uation. They rely on the statistical analysis of co-occurring word n-grams between
the peer and reference summary. There exist different models of n-gram analysis
methodology, for example ROUGE-2 identifies common bigrams, while ROUGE-
SU4 is a method where bigrams with a maximum gap of four words between them
are considered matching bigrams between the evaluated and model summary (also
consult [Lin 2004] for more information). Although ROUGE takes into account
contextual information, it remains at the word-level, which means we either re-
gard different types of the same word as different, or we need to apply (language-
dependent) stemming or lemmatization to remove this effect.

Basic Elements (BE) on the other hand use extraction techniques, based on the
use of structured representation in the form “head-modifier-relation”, where head is
a major syntactic constituent and relation is the relation holding between modifier
and head. The BE approach can use several preprocessing modules to extract head
terms, according to different parsing and cutting rules [Hovy et al. 2005], which
are language dependent. Therefore, this method cannot be easily applied when the
required linguistic modules do not exist for the specified language of the summaries.
Thus, one would prefer a method to be language-neutral to avoid prerequisites.

The approach of ParaEval described in [Zhou et al. 2006], uses a method based on
Machine Translation practices, where a paraphrase table is created based on parallel
aligned corpora in two different languages. The assumption made is that “if two
English phrases are translated into the same foreign phrase with high probability
(shown in the alignment results from a statistically trained alignment algorithm),
then the two English phrases are paraphrases of each other” [Zhou et al. 2006].
This kind of table is extracted automatically — even though the parallel corpus
should already exist. Then a three-level comparison between the peer and the
model summary is conducted, where, in the first-level, paraphrases are located in
the two summaries. If, for some portions of texts, this matching process fails, the
evaluation attempts to locate synonym words. Finally, if the latter match fails,
then simple lexical matching occurs.

The results of the application of Pyramid evaluation, and ROUGE-2, ROUGE-
SU4 on the DUC 2005 data, indicated high correlation to the responsiveness mea-
sure, and thus the measures were considered useful. The method presented herein
matches and even exceeds the correlation of the aforementioned methodologies on
the newer, DUC 2006° data, in a language neutral, statistical manner, while taking
into account contextual information.

5Also see hitp://duc.nist.gov/
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2.3 N-grams and Q-grams

In various applications of information extraction and retrieval, as well as natural
language processing, there have been a number of uses for the n-gram aspect of
texts. An n-gram is a, possibly ordered, set of words or characters, containing n
elements. Character n-grams are also called ¢-grams[Ukkonen 1992], but the term
g-grams is used mainly in database indexing and string matching research, thus
we will refer to g-grams as “character n-grams” to facilitate all readers. N-grams
have consisted a useful representation for tasks like text-categorization [Cavnar
and Trenkle 1994], machine translation [Zens and Ney 2006], authorship identifica-
tion [Houvardas and Stamatatos 2006] and summarization and summary evaluation
[Banko and Vanderwende 2004; Lin and Hovy 2003; Copeck and Szpakowicz 2004].

Especially in the automatic summarization domain, n-grams appear as word n-
grams, either used in the evaluation or the summarization process itself (e.g. in the
ROUGE/BE family of evaluator methods [Hovy et al. 2005; Lin 2004]). N-gram
fuzzy matching detects similar portions of text, even if other words appear between
the n-gram words in the text [Lin 2004]. There are different methods to allow
for varying degrees of flexibility in the comparison, indicating a tradeoff between
precision and laxity.

2.4  Graph-based Methods and Graph Matching

Graphs have been apparent in artificial intelligence for some time as a means of rep-
resenting related objects. In the domain of automatic summarization, graphs have
been used as a means to determine salient parts of text [Mihalcea 2004; Erkan and
Radev 2004a; 2004b] or determine query related sentences (see [Otterbacher et al.
2005] for a related sentece retrieval methodology). A text can be represented as a
graph, either to indicate simple, lexical relationships [Mohamed and Rajasekaran
2006], or more complex, rhetorical structure [Marcu 2000] and even non-apparent
information [Lamkhede 2005].

In multi-document summarization, graphs have also been used to detect differ-
ences and similarities between source texts [Mani and Bloedorn 1997] and inter-
document relations [Witte et al. 2006], as well as relations of various granularity
from cross-word to cross-document as described in Cross-Document Structure The-
ory [Radev 2000]. We also find the application of graphs to be a useful represen-
tation for multi-document summarization, for example in [Mihalcea 2005], where
different iterations over graph representations of texts determine the salient terms
over a set of source texts. Salience has also been determined by the use of graphs,
based on the fact that documents can be represented as ‘small world’ topology
graphs [Matsuo et al. 2001].

Graphs have not been used widely in the summary evaluation domain, even
though they can represent relations of complex structure. Probably this is linked
to the fact that graph comparison or graph matching is a non-trivial process.

There is a number of known methods for the calculation of graph similarity,
classified in two main categories:

Isomorphism-based. Isomorphism is a bijective mapping between the vertex set
of two graphs V7, V5, such that all mapped vertices are equivalent, and every pair
of vertices from V; shares the same state of neighbourhood, as their corresponding
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vertices of V5. In other words, in two isomorphic graphs all the nodes of one graph
have their unique equivalent in the other graph, and the graphs also have identi-
cal connections between equivalent nodes. Based on the isomorphism, a common
subgraph can be defined between Vi, V5, as a subgraph of V; having an isomorphic
equivalent graph V3, which is a subgraph of V5 as well. The mazimum common
subgraph of V; and V5 is defined as the common subgraph with the maximum num-
ber of vertices. For more formal definitions and an excellent introduction to the
error-tolerant graph matching, i.e. fuzzy graph matching, see [Bunke 1998].
Given the definition of the maximum common subgraph, a series of distance
measures have been defined using various methods of calculation for the maximum
common subgraph, or similar constructs like the Maximum Common Edge Sub-
graph, or Maximum Common Induced Graph (also see [Raymond et al. 2002]).
Edit-distance Based. Edit distance has been used in fuzzy string matching for
some time now, using many variations (see [Navarro 2001] for a survey on approx-
imate string matching). The edit distance between two strings corresponds to the
minimum number of edit character operations (namely insertion, deletion and re-
placement) needed to transform one string to the other. Based on this concept,
a similar distance can be used for graphs [Bunke 1998]. Different edit operations
can be given different weights, to indicate that some edit operations indicate more
important changes than others. The edit operations for graphs are:
—node deletion.
—node insertion.
—node substitution.
—edge deletion.
—edge insertion.
—edge substitution.

Given graph representations of text, these graph matching methods can be used
as a means to indicate text similarity, as will be shown in the description of our
method.

3. PROPOSED EVALUATION METHOD

Tackling the problem of what kind of information should be used to represent a
peer and a model summary in the evaluation of a summary, one should take into
account that the surface appearance of two equivalent pieces of the same semantic
content need not be identical, as happens in the case of paraphrases [Zhou et al.
2006]. Nevertheless, it is quite probable that the words expressing the content
will exist in the same context, or that part of the words used will be identical,
for example if different inflections are used. For more on the linguistic aspect of
this assumption please consult [Manning and Schiitze 1999]. Our method accounts
for these assumptions, while retaining language-neutrality, by using only statistical
methods and language-independent assumptions for the extraction of information
from texts and for the computation of textual similarity.

3.1 Representation

Trying to capture more than simple co-occurrence of words and in order to allow
for different types of the same word, our method uses character n-grams, positioned
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within a context-indicative graph. We shall call this construct an n-gram graph.
In our analysis, we consider that we view neighbourhood with respect to a current
n-gram, which is a subsequence of the text analysed. In the following analysis, we
have also used word n-grams to be able to evaluate the method, as the n-gram
graph representation is applicable to both word or character n-grams.

We have tested three methods, concerning how the n-gram graph can be con-
structed, based on how neighbourhood between adjacent n-grams is calculated in
a text. In general, a fixed-width window of characters (or words) around a given
n-gram Ny is used, with all characters (or characters) within the window considered
to be neighbours of Ny. These neighbours are represented as connected vertices in
the text graph. The edge connecting the neighbours is weighted, indicating for ex-
ample the distance between the neighbours or the number of co-occurrences within
the text. Based on different types of windows, we can use:

The non-symmetric approach. A window of length n runs over the summary text.
If Ny is located (i.e. begins at) at position pg, then the window will span from
po — 1 to pg — n, taking into account only preceding characters or words. FEach
neighbourhood-indicative edge is weighted by the number of co-occurrences of the
neighbours within a given window of the text.

The symmetric approach. A window of length n runs over the summary text,
centered at the beginning of Ny. If the n-gram we are interested in is located at
position py, then the window will span from po — [§] to po +[5], taking into account
both preceding and following characters or words. Each neighbourhood indicative
edge is weighted based on the number of window co-occurrences of the neighbours,
as previously indicated, within the text.

The Gauss-normalized symmetric approach. A window of length 3 X n runs over
the summary text, centered on the beginning of our current n-gram, Ny. If Ny is
located at position pg, then the window will span from pg — [?’XT”] to po + [?’XT"]
(where [z] gives the integer part of xz), taking into account both preceding and
following characters and words. However, in this case the distance of a neighbour
n-gram to the current n-gram is taken into account. In other words, an n-gram
N; with distance d; from the beginning of Ny, positioned at pg, is considered
to be “less of a neighbour” than n-gram Ns, positioned at distance do,ds < d;
from pg. Therefore, each neighbourhood indicative edge is weighted based on the
number of co-occurrences of the neighbours within the text and the neighbours’
distance at each occurrence. Also, the Gauss-normalized symmetric approach takes
into account neighbours outside the given window size Dy, to a full distance of
3 X Dyin. This distance was selected given the fact that this accounts for 99.99% of
the mass under the Gaussian distribution, given we consider a standard deviation
of Dyin%; that is to say, n-grams outside that distance have almost no effect. Thus,
it is better in terms of complexity to just ignore those outliers.

In figure 1 schematic representations of the three approaches have been illustrated.
The numbers indicate adjacent n-grams, which can either be word n-grams or char-
acter ones. The line over a number indicates that the n-gram has been taken

6This can be easily derived by using the probability mass function of the Gaussian distribution:

2
pdf(z) = m}ﬂexp— (x2_0f§) . See also [Duda et al. 2001, Appendix A]
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Fig. 1. Different types of n-gram windows (top to bottom): non-symmetric, symmetric and
Gauss-normalized symmetric. N-gram /4 is the n-gram of interest.

0123456

0123456

A

0123456

Fig. 2. Graphs extracted from the string abcdef, based on the three types of windows (left to
right): non-symmetric, symmetric and Gauss-normalized symmetric. The n-grams are character
n-grams of rank 3.

into account as a neighbour. In the third part of the figure, the bell-shaped line
indicates the different weights assigned to different distances from the n-gram po-
sitioned at pg. The latter n-gram, we call n-gram of interest, is indicated by the
emphasized number in the figure. We found, through a set of experiments, that the
most promising approach was the symmetric one, which may indicate that there is
indeed a maximum distance, outside which relations do not hold.

We now provide the definition of n-gram, given a text (viewed as a character
sequence):

Definition 3.1. If n > 0,n € Z, and ¢; is the ¢-th character of an [-length char-
acter sequence T! = {cy, ca, ...,c;} (our text), then
a character n-gram S™ = (s1, 82, ...,5,) is a subsequence of length n of T! <=
Jie1l,l—n+1]:Vje[l,n]: s; =ciyj—1. We shall indicate the n-gram spanning
from ¢; to ci, k > 4, as S; i, while n-grams of length n will be indicated as S™.

The meaning of the above formal specification, is that n-gram S™ can be found
as a substring of length n of the original text, spanning from the i-th to the j-th
character of the original text. For example if the text is the following sentence:

Do you like this summary?

then S1 2 is the sequence {‘D’‘0’}=‘Do’ for display purposes.
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Extracting N-grams

If we choose to extract the n-grams (S™) of a text 7', the (elementary) algorithm
is indicated as algorithm 1.

Input: text
Output: n-gram set
// T is the text we analyse
1 for all i in [1,length(T)-n+1] do
2 ‘ get substring of T from index i to i+n-1
3 end
Algorithm 1: Extraction of n-grams

The algorithm applies no preprocessing (such as extraction of blanks, punctuation
or lemmatization). Furthermore, it obviously extracts overlapping parts of text, as
the window is shifted by one position at a time and not by n positions at a time.
This technique is used to avoid the problem of segmenting the text. The redundancy
apparent in this approach proves to be useful similarly to a convolution function:
summing similarities over a scrolling window may prove more useful if you do not
know the exact centre of the match. In other words, the extracted n-grams are
certain to result in a match to n-grams of the model summary, if such an n-gram
exists, whereas a method where the text was segmented in equal n-grams might
not locate the matching n-grams.

Example 3.2. Application of our method to the sentence we have used above,
with a requested n-gram size of 3 would return:
{‘Do’, ‘o y’, ‘you’, ‘ou’, ‘ul’, ¢ I, ‘lik’, ‘ike’, ‘ke ’, ‘e t’, * th’, ‘thi’, ‘his’, ‘is ’, ‘s &,
“su’, ‘sum’, ‘umm’, ‘mma’; ‘mar’; ‘ary’, ‘ry?’}
while an algorithm taking disjoint n-grams would return
{Do ’, ‘you’, ¢ 1’, ‘ke ’, ‘thi’, ‘s &', ‘umm’, ‘ary’} (and ‘?” would probably be
omitted).

In the case of the word n-gram extraction, the text is considered to be a word
sequence (as opposed to character sequence). The text has been preprocessed, using
a simple tokenizer based on punctuation and blanks, to determine word boundaries.
However, it is important that this ‘simple’ tokenizer deprives the method of its
complete language neutrality, if used. Therefore, we will prefer the character n-gram
version to the word n-gram version, if their use in evaluation renders equivalent
results.

Back to the character n-gram version, it is rather obvious that segmentation
should be done carefully in order to avoid redundancy, without losing information
on important sequences of characters. Consider the case where we match character
n-grams between two segmented texts. In the given example, the fact that the word
‘summary’ has been broken down in three disjoint n-grams may cause a mismatch,
or not match at all, of the word ‘summary’. For n-grams of higher length, or rank
as it is called, the effect of information loss in the case of a careless segmentation
may prove more deteriorating, if we consider two n-grams to match if and only
if they are exactly the same. Perhaps other methods of string comparison, like
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substring comparison, may decrease this loss. However, within this method we will
use simple string matching between n-grams.

The segmentation process by itself, even if one uses our approach, does not keep
information concerning the relative position of n-grams in the original text; it only
extracts n-grams. What this means is that we do not know if the n-gram ‘Do’
is next to the n-gram ‘you’; or not. Thus, words (n-grams) that consist what is
called a “collocation”, i.e. that when found together possess a meaning that is not
simply a concatenation or composition of each separate word meaning [Manning
and Schiitze 1999], will lose their connection when extracted. This is where the
graph representation comes in.

N-gram Graph

The n-gram graph is a graph G = {VY E%} which has n-grams as its vertices
v € V& and the edges ¢“ € ES (the superscript G will be omitted where easily
assumed) connecting the n-grams indicate proximity of the corresponding vertex
n-grams (also see figure 2). The edges can be weighted, by applying the distance
between the two neighbouring n-grams in the original text. If the n-grams are
found to be neighbours more than once in the original text, which is usually the
case, one could assign a distribution of distances to each edge to use the distance
information. More formally:

Definition 3.3. if S = {S1, S5, ...}, Sk # Si,fork # 1, k,1 € N is the set of distinct
n-grams extracted from a text 7', and S; is the i-th extracted n-gram, then G is a
graph, where there is a bijection (one-to-one and onto) function f: S — V.

The edges E, are assigned weights of ¢; ; where ¢; ; is the number of times a
given pair S;, S; of n-grams happen to be neighbours within some distance Dy,
(in characters for character n-grams) of each other, or within a function of the
given distance Dy, - as in the Gauss-normalized approach. Since, probably, not all
distances are of importance, and thus two n-grams neighbouring by 150 characters
probably have no actual relation, we take into account only a window around .S; in
the original text, to determine which S; deserves our attention. The vertices v;, v;
corresponding to n-grams S;,.S; that are located within this parameter distance
Dy,in are connected by a corresponding edge e = {v;, v}

Following this method of representation, we have reached a point where we have
kept some information for a determined n-gram length n and parameter distance
Dyin. It is non-trivial, though, to choose a single {n, Dyi,} pair, that can be
optimal for n-gram extraction independent of the text: if one chooses a very low
value for n, then the relation between different n-grams can be taken into account
only by augmenting the Dy, parameter. However, in the case of a high Dy, value,
the fact that we only take into consideration whether the n-grams are neighbours
and not their actual distance, may prove detrimental to the information we keep.
In other words, if our Dy, is 50, then a neighbour by 1 character will be considered
equally close to one with a distance of 50 characters.

If n, on the other hand, is too high, then the information we gather for each
text will be extremely redundant and will definitely cause consumption of more
resources, as well as make the matching process more time-consuming. This hap-
pens because there are much more unique 10-grams than 2-grams in any selected
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(adequately long) text of a natural language, like English or Greek. Furthermore,
the number of vertices of the graph G,, for rank n of n-grams will increase expo-
nentially to the rank n of n-grams” (subscript n of G,, will be omitted when easily
assumed).

In order to tackle these problems we take into consideration n-grams of various
ranks, with a rather small maximum distance between them, determined to be
valued around the average word length of the text language. The selection of
different n-gram ranks allows for matching of various length n-grams, without use
of the distance metric, while the small Dy, allows small variations of distances and
provides less accuracy loss concerning the distribution of distances. However, the
selection of an optimal n-gram rank range [rmin, max] proved to be an issue worth
investigating, and so we did as will be seen in section 4.

In the research conducted, it was important to see if a histogram offers equally
well results with a graph in the process of the evaluation. If that stood, it would
mean that the graph representation should not be used altogether.

N-gram Histogram

The n-gram histogram representation is a simple frequency histogram measuring
n-grams occurrences. In other words, it simply indicates the number of times an
n-gram appears, without any neighbourhood information. This representation will
be used as a baseline to indicate whether neighbourhood information is indeed
important in our domain of application.

3.2 Comparison

In order to compare two summaries 77 and 15, we need to compare their rep-
resentations. Given that the representation of a text T; is a set of graphs G,
containing graphs of various ranks, we propose the following similarity measures
between graphs G*, G’ of the same supposed rank n:

—Co-occurrence Similarity (CS), indicating how many of the edges contained in
graph G* are contained in graph G7. We define e € E¢ = e € G. Thus co-
occurrence is defined as:

ZeGGi lu(e7 GJ) (1)
max(|G*], |G7])
1 is the membership function, which returns 1 if e belongs to G, else it returns 0.

Also |G| is the number of edges e € G. The definition causes CS to be symmetric,
i.€.

CS(G', GY) =

CS(G',GI) = CS(G?, G (2)

Also, CS takes values in [0, 1], with a value of 1 indicating a full match of the
two graphs, even though edge weights are not taken into account. On the other
hand, a value of 0 means that no edge from one graph exists in the other. In
this measure, each matching edge contributes by m to the sum. The

"The grammar of each language does not allow all combinations of alphabet characters, and thus
the possible 5-grams of a language with 26-letter alphabet are not 26°, but somewhat lower. See
also [Manning and Schiitze 1999, sections 2.2.1-2.2.2].

ACM Journal Name, Vol. V, No. N, Month 20YY.



16 . G. Giannakopoulos et al.

CS is a normalized derivative of common graph distance measures, based on the
Maximum Common Subgraph [Bunke 1998].

— Value Similarity (VS), indicating how many of the edges contained in graph G?
are contained in graph G7, considering also the weights of the matching edges.
In this measure each matching edge e having weight w? in graph G* contributes
% to the sum, while not matching edges do not contribute (consider
that if an edge e ¢ G* we define w! = 0). The ValueRatio (VR) scaling factor is
defined as:

VR(e) = in(we, we) 3)
max (w?, w?)
The equation indicates that the ValueRatio takes values in [0, 1], and is symmet-
ric. It is easy to see that this allows the VS metric to retain the symmetricity
inherited from the CS equation part. Thus, the full equation for VS is:
) minCutd)
Yeeqi (n(e, G7) x %)

max(1G,1G7)) @

VS is a metric converging to 1 for graphs that share both the edges and similar
weights, which means that a value of VS = 1 indicates perfect match between
the compared graphs.

VS(G',GY) =

The analogous measure of CS from graphs to histograms, which we name CSg,
is actually based upon a binary decision of whether an element h of histogram Hj,
with a value of vy, also exists in a histogram Hs, independent of the value vy of the
same element in Hy. FEach co-existing element /i contributes to CSy a quantity of

m and, therefore, the equation for CSy is:
,u(h, H2)
CSu(Hi,H2)= ) —— T ’
H( 1, 2) Z max(|H1|,|H2|) ( )

heH,

where p(h, H) equals to 1 if 3h € H : v(h, H) > 0, otherwise it equals to 0