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ABSTRACT 

We propose a bootstrapping approach to knowledge ac-
quisition, which uses multimedia ontologies for fused ex-
traction of semantics from multiple modalities, and feeds 
back the extracted information, aiming to automate the 
ontology evolution process. This paper presents the basic 
components of the proposed approach and discusses the 
open research issues focusing on the synergy of extrac-
tion and evolution that will enable the development of 
scalable and precise knowledge acquisition technology. 

 

1. INTRODUCTION 

The potential in the use of ontologies for extracting se-
mantic information from multimedia content has been 
highlighted in many recent research articles. However, 
efficient and effective methodologies for information ex-
traction from multimedia content using ontologies are 
still missing. Meanwhile, the potential of an iterative ap-
proach to ontology evolution, combining information re-
trieval and extraction techniques for textual content has 
also been proposed in the literature. On this basis, we 
propose a specific bootstrapping approach to knowledge 
acquisition, which uses multimedia ontologies for fused 
extraction of semantics from multiple modalities, and 
feeds back the extracted information, aiming to automate 
the ontology evolution process.   

The proposed approach is unique in that it links mul-
timedia extraction with ontology evolution, creating a 
synergy of enormous yet unrealized potential. In recent 
years, significant advances have been made in the area of 
automatic extraction of low-level features from visual 
content. However, little progress has been achieved in 
the identification of high-level semantic features or the 
effective combination of semantic features derived from 
different modalities. Driven by domain-specific multi-
media ontologies, the information extraction systems im-
plementing the proposed approach will be able to iden-
tify high-level semantic features in image, video, audio 
and text and fuse these features for optimal extraction. 

The ontologies will be continuously populated and en-
riched using the extracted semantic content. This is a 
bootstrapping process, since the enriched ontologies will 
in turn be used to drive the multimedia information ex-
traction system. 

Section 2 highlights the state of the art in each of the 
major technologies involved. Section 3 presents the main 
aspects of the proposed approach, the architecture de-
signed for its implementation and the basic components 
of the architecture. Section 4 outlines an application sce-
nario we are currently examining for the evaluation of 
the proposed approach. Section 5 discusses some of the 
issues that arise under this bootstrapping framework and 
need to be searched. The paper concludes presenting our 
next steps for the implementation of the proposed ap-
proach.   

 

2. STATE OF THE ART 

The proposed approach towards the automation of 
knowledge acquisition from multimedia content, through 
ontology evolution, is based on the synergy of various 
technologies. This section highlights the state of the art 
in each of the technologies involved. 

2.1. Semantics extraction from multimedia content  

Semantics extraction from multimedia content is the 
process of assigning conceptual labels to either complete 
multimedia documents or entities identified therein. In 
general, extraction can be performed at three different 
levels:  

• Layout: the syntactic structure an author uses for mul-
timedia documents (camera shots, audio segments, 
text syntax).  

• Content: relates layout segments to elements that an 
author uses to create in a multimedia document.  

• Semantics: expresses the intended meaning of the au-
thor.  

In the case where content is available in multiple related 
modalities, these can be combined for the extraction of 



semantics. The combination of modalities may serve as a 
verification method, a method compensating for inaccu-
racies, or as an additional information source [1]. The 
processing cycle of combination methods may be iterated 
allowing for incremental use of context. The major open 
issues in the combination approaches concern the effi-
cient utilization of prior knowledge, the specification of 
open architecture for the integration of information from 
multiple sources and the use of inference tools for effi-
cient retrieval. 

Most of the multimedia extraction approaches en-
countered in the literature are based on learning methods, 
e.g. naive Bayes classifiers, decision tree induction, k-
Nearest neighbour, Hidden Markov model [2, 3]. How-
ever, with the advent of promising methodologies in mul-
timedia ontology engineering, knowledge-based ap-
proaches are expected to gain in popularity and be com-
bined with the machine learning methods. This is also the 
case we will study in the proposed approach. 

2.2. Multimedia Ontologies  

Ontologies can play a major role in multimedia content 
interpretation because they can provide high-level se-
mantic information that helps disambiguating the labels 
assigned to multimedia objects. Indicative approaches 
for constructing multimedia ontologies are the ones pre-
sented in [4, 5, 6]. The major open issues here concern 
the automatic mapping between low level audio-visual 
features and high level domain concepts, the automated 
population from unconstrained content and when there 
are no metadata attached to the content. 

Constructing ontologies is a non-trivial process that 
involves the following main steps: (a) selection of con-
cepts to be included in the ontology, (b) specification of 
concept properties and relationships between concepts, 
(c) addition of concept instances. Steps (a) and (b) to-
gether are usually termed ontology enrichment, while 
step (c) is termed ontology population. Given the diffi-
culty of constructing ontologies manually, various ap-
proaches to assist the experts in this task have been pro-
posed. The most recent of these approaches involve the 
use of machine learning techniques to identify regulari-
ties, which could lead to interesting concepts and rela-
tions. These approaches are almost exclusively designed 
for unstructured natural language text or semi-structured 
HTML pages [7, 8]. The extent to which the text is struc-
tured determines the depth of the required linguistic 
analysis, in order to identify concept instances. Very lit-
tle work has been done on other modalities [9, 10].  

In cases of complex domains, multiple ontologies 
may be present and ontology coordination techniques 
[11, 12] have to be employed. To enable ontology coor-
dination and enrichment with a multitude of homogene-
ous and heterogeneous ontologies, appropriate matching 
techniques are required to determine semantic mappings 
between concepts of different ontologies that are seman-
tically related. Matching can be syntactic, structural or 
semantic, according to the type of knowledge used. The 
problem of ontology matching plays a crucial role in the 

ontology engineering process at two levels: a) ontology 
merging in ontology design in order to define a new on-
tology using a set of previously defined ontologies, in 
particular in the case of homogeneous ontologies; b) on-
tology alignment: in a multi-ontology environment a 
main problem is to deal with heterogeneous ontologies 
that have to maintain their heterogeneity. The solution is 
to establish mappings between ontologies, simultane-
ously maintaining their original specification. A survey 
of the most relevant methodologies and methods used for 
ontology matching can be found in [13]. 

2.3. Synergy between information extraction and on-
tologies 

The interaction between information extraction and on-
tology learning has also been modelled at a methodo-
logical level as a bootstrapping process that aims to im-
prove both the conceptual model and the extraction sys-
tem through iterative refinement.  

In [14] the bootstrapping process starts with an in-
formation extraction system that uses a domain ontology. 
The system is used to extract information from text. This 
information is examined by an expert, who may decide to 
modify the ontology accordingly. The new ontology is 
used for further information extraction and ontology en-
richment. Brewster et al. [15] propose a slightly different 
approach to the bootstrapping process. Starting with a 
seed ontology, usually small, a number of concept in-
stances are identified in the text. An expert separates 
these as examples and counter-examples which are then 
used to learn extraction patterns. These patterns are used 
to extract new concept instances and the expert is asked 
to re-assess these. When no new instances can be identi-
fied, the expert examines the extracted information and 
may decide to update the ontology and restart the proc-
ess. 

 

3. METHODOLOGY AND ARCHITECTURE 

We advocate an ontology-driven multimedia content 
analysis (semantics extraction from images, video, text, 
audio/speech) through a novel synergistic method that 
combines multimedia extraction and ontology evolution 
in a bootstrapping fashion. This method involving on the 
one hand, the continuous extraction of knowledge from 
multimedia content sources in order to populate and en-
rich the ontologies and, on the other hand,  the deploy-
ment of these ontologies to enhance the robustness of the 
multimedia information extraction system.  

Our main goal is to achieve, through the proposed 
synergistic approach, large-scale and precise knowledge 
acquisition from multimedia content. In order to achieve 
this, we propose the development of innovative method-
ologies and toolkits in ontology evolution and informa-
tion extraction. More specifically, on the side of ontol-
ogy evolution, we propose: 

• A unifying representation for multimedia ontologies 
and related knowledge. This “multimedia semantic 
model” will link domain-specific ontologies, in which 



concepts are represented by domain-specific terms, 
with multimedia content and descriptor ontologies 
that represent content structure in multimedia docu-
ments and describe characteristics of multimedia ob-
jects in terms of low-level features and structural de-
scriptions.  

• A methodology for ontology evolution to coordinate 
the various tools that will use the extracted data to 
populate and enrich the ontologies. The resulting ar-
chitecture will use the representation for the multi-
media ontologies and will specify the interfaces for 
the various types of tools for ontology evolution.  

• A toolkit for ontology evolution. Based on the speci-
fication of the ontology evolution architecture, tools 
will be developed to support ontology learning, on-
tology merging and alignment, semantic inference for 
consistency maintenance, and ontology management.  

On the side of information extraction, we propose: 

• A methodology and an open architecture for informa-
tion extraction from multimedia content using data 
fusion techniques. The proposed methodology will 
specify how information from the multimedia seman-
tic model can be used to achieve extraction from vari-
ous media (text, image, video and audio). Addition-
ally, it will combine extracted information from mul-
tiple media, using a probabilistic evidence-based 

framework, in order to improve the extraction per-
formance.  

• A toolkit for semantic extraction from multimedia 
content. Within the extraction architecture, tools will 
be developed to support extraction from image, au-
dio, video and text, as well as information fusion.  

We also propose an open architecture of a system that 
integrates the components for ontology evolution and 
semantics extraction in order to realise the synergistic 
bootstrapping approach. As it is depicted in Figure 1, the 
major components of the proposed architecture include: 

• The multimedia ontology which links domain-
specific ontologies with multimedia content and de-
scriptor ontologies. This will be evolving through the 
ontology evolution component. An ontology initiali-
zation tool will be developed to provide a friendly 
user interface for the creation of the initial ontology. 

• The semantics extraction component which will pro-
vide tools for the analysis of single modalities (visual, 
text and audio extraction tools) as well as tools for 
fusing information from multiple media sources (in-
formation fusion tools). The whole extraction process 
will be ontology driven in the sense that the ontology 
will provide the initial knowledge to the extraction 
process and will also be used to disambiguate the ex-
traction results.  
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Figure 1. Architecture of the integrated system 



 

• The ontology evolution component which will use the 
results of the extraction process to populate the mul-
timedia ontology with instances of the various con-
cepts, to enrich the ontology with new concepts and 
relations, as well as to coordinate the ontologies 
composing the multimedia ontology. Special empha-
sis will be given to the maintenance of semantic con-
sistency, since any changes may generate inconsis-
tencies in other parts of the same ontology, in the 
linked ontologies or in the annotated content.  

In the following sub-sections more details are provided 
on the features of the above components. 

3.1. Semantics Extraction from Multimedia Content 

The high complexity that characterises the multimedia 
content along with the lack of precise modelling for 
multimedia concepts makes automatic semantics 
extraction a very difficult and challenging task. Although 
latest advances in multimedia content analysis have 
improved capabilities for effective searching and 
filtering, a gap still remains between the low-level 
feature descriptions that can be automatically extracted 
such as colours, textures, shapes, motions, and high-level 
semantic descriptions of concepts like objects, scenes 
and events that set the basis for meaningful multimedia 
content description.  

A suitable approach to fill this gap is to use a 
semantic model in the extraction process. Moreover, the 
analysis of single modalities, in particular of visual 
content alone, is inadequate in all but a small number of 
restricted cases. The effort required to provide problem-
specific extraction tools makes single-media solutions 
non-scalable, while their precision is also rarely 
adequate.  

In the proposed approach, on the level of individual 
modalities, particular emphasis will be given to visual 
content, from images and video, due to the richness of 
this source and corresponding difficulty of extracting 
useful information. Non-visual content, audio/speech and 
text, will provide supportive evidence, in order to im-
prove extraction precision.  

Since no single modality is powerful enough to en-
compass all aspects of the content and identify concepts 
precisely, fusing information from multiple media 
sources is needed. Investigation into fusion techniques 
for data from heterogeneous sources using an ontology-
based approach will be carried out and a toolkit for se-
mantics extraction from fused multimedia content will be 
developed, based on the following components:  

• Ontology-based disambiguation: The results of the 
extraction process are used to build hypotheses. 
These will be then matched to information included 
in the multimedia ontology to build more precise 
higher-level hypotheses. During this process, con-
flicts or inconsistencies may be found, prompting the 
revision of intermediate results, and, possibly, the ad-
justment of parameters for low-level processing mod-

ules to achieve more precise results at higher levels. 
This will be implemented as a closed-loop extraction 
process. 

• Probabilistic evidence-based interpretation frame-
work: As single-modality extraction is prone to im-
precision and uncertainty, a probabilistic evidence-
based interpretation framework will be developed. 
The evidence in this case will be provided by low-
level features and the extracted semantics may belong 
to intermediate levels of abstraction.  

3.2. Multimedia Ontologies  

Although significant progress has been made in recent 
years on automatic segmentation or structuring of 
multimedia content and recognition of low-level features 
within such content, comparatively little progress has 
been made on the construction of ontologies that contain 
multimedia information.  

In our approach, we propose the development of a 
unifying representation for multimedia ontologies and re-
lated knowledge. This “multimedia semantic model” will 
serve as an integrated model for the different ontologies 
that are necessary to support the semantics extraction 
process:  

• Multimedia content ontology: It represents the struc-
ture of the content of the multimedia documents. The 
top level hierarchy of a multimedia document is clas-
sified into: Image, Video, Audio, Audiovisual and 
Multimedia. Each of these types has its own segment 
subclasses. These subclasses describe the specific 
types of multimedia segments, such as video seg-
ments, moving regions, still regions and mosaics. 

• Multimedia descriptor ontology: This ontology mod-
els concepts and properties that describe visual char-
acteristics of objects, especially the visualizations in 
still images and videos in terms of low-level features 
and media structure descriptions. Sub-concepts will 
include MPEG-7 standard features like colour, shape, 
texture, motion, localization and basic descriptors. 

• Domain-specific ontologies: These ontologies contain 
concepts and properties related to the knowledge of 
the domain of interest (see Section 4 “Application 
scenario”). In these concepts we assign instances, 
which are used to recognize semantic objects using 
the results of the content analysis process. These on-
tologies also contain detailed descriptions of objects 
using spatiotemporal and partonomic relations de-
fined in the multimedia semantic model.  

Support is needed for an initial extraction of characteris-
tics of multimedia objects as instances of the multimedia 
descriptor ontology and linking of these descriptors with 
actual concepts of the domain-specific ontology in a user 
friendly-way. This can be considered as an initialization 
phase, where descriptors are linked to the concepts of the 
domain ontologies and these multimedia ontologies will 
be used later for the analysis of new content and the evo-
lution procedure. Therefore, a specific tool must be de-
veloped to provide a friendly user interface allowing the 



management of multimedia content, the extraction of 
visual descriptor instances and their linking with domain 
ontology instances.  

3.3. Evolution of Multimedia Ontologies 

According to [16] ontology evolution is “the timely 
adaptation of an ontology to the arisen changes and the 
consistent propagation of these changes to dependent 
artefacts”. Thus, ontology evolution is a complex 
process, involving the following sub-processes: 

• ontology population and enrichment, i.e., addition 
and deletion of concepts, relations, properties and in-
stances, 

• coordination of homogeneous ontologies, e.g. when 
more than one ontologies for the same domain are 
available, and heterogeneous ontologies, e.g. updat-
ing the links between a modified domain ontology 
and a multimedia descriptor ontology,  

• maintenance of semantic consistency, since any of the 
above changes may generate inconsistencies in other 
parts of the same ontology, in the linked ontologies or 
in the annotated content base. 

Our approach for ontology population and enrichment 
will be based on machine learning techniques using the 
information from the semantics extraction process. More 
specifically, the extraction process will populate the 
ontologies with instances of the various concepts, 
together with their properties and will also provide 
unclassified entities extracted from the multimedia 
content which may lead to suggestions for the enrichment 
of the ontologies with new concepts and relations, 
through novelty detection. This novelty detection is 
based on information from all different types of media 
being processed.  

Ontology coordination approaches will be devised to 
interlink ontologies with different levels of 
heterogeneity. Ontology coordination involves the use of 
matching techniques and tools for mapping, alignment 
and merging. In particular, merging techniques will be 
used for coordinating homogeneous ontologies, e.g. two 
ontologies for the same domain, while 
alignment/mapping techniques will be used for 
coordination of heterogeneous ontologies, e.g. link a 
domain-specific ontology with the multimedia content 
ontology. We will also use machine learning techniques 
in order to detect similarities between concepts 
exploiting features in syntactic, structural and semantic 
level. 

During ontology evolution, any of the changes may 
generate inconsistencies in other parts of the same 
ontology, in the linked ontologies or in the annotated 
resources. At the current state of the art, description logic 
reasoning systems (e.g. RACER [17]) are not tailored to 
these “incremental changes”. We will investigate how 
such changes can be much more efficiently supported. 
The aim is the development of models, techniques, and 
tools for semantic consistency checking of ontology 
content throughout the evolution process.  

An ontology management tool will be developed to 
provide a user-friendly interface for managing the mul-
timedia ontologies. This will be based on existing ontol-
ogy editors. It will also control ontology versioning, 
maintaining the different versions of the ontology 
throughout the evolution process.  

 

4. APPLICATION SCENARIO 

The application we are currently examining for the 
evaluation of the proposed bootstrapping approach con-
cerns the enrichment of digital maps with semantic in-
formation. In other words, the results of the semantics 
extraction process will be displayed to the end-user, 
through an interactive digital map. The specific applica-
tion scenario we have in mind involves an automatic con-
tent collection and annotation service for public events in 
a number of major cities. The domain of public events 
includes commercial exhibitions, sport events, concerts 
etc.  

This service will continuously collect and annotate 
large amounts of dynamic content, from the Web and 
proprietary sources. The results of the annotation proc-
ess, i.e., the identified entities and their properties, will 
be linked to geographical locations and stored in a con-
tent server. The application can be considered as a moni-
toring service for public events in a number of big cities. 
The user will be provided with immediate access to the 
annotated content base, through the user-friendly inter-
face of digital maps, which will also provide immediate 
navigation guidance to the place of interest. The domain-
dependent semantic model will be used by the extraction 
architecture to identify multimedia information related to 
the concepts in the ontologies. Further, from the ex-
tracted information, new concepts will be generated to 
extend the ontologies, using the evolution architecture.  

As a concrete example of the application scenario, 
consider the domain of vehicle exhibitions.  Given such a 
domain, the following stages will be followed to custom-
ize and use the envisaged system (see Fig. 1): 

• Intialization: We will start by collecting, extending 
and merging existing ontologies for sub-domains re-
ferring, for example, to car, motorcycle and yacht ex-
hibitions. These ontologies will also be linked to the 
appropriate multimedia descriptor ontologies. This 
process will be accomplished using the ontology ini-
tialization and content annotation tool and will result 
to the initial multimedia semantic model for the do-
main. 

• Training: The various semantics extraction and on-
tology evolution tools are trainable to the domain. 
Therefore, a training dataset needs to be collected 
and used to customise the system. This training set 
should contain representative and annotated multime-
dia content, as expected to be encountered by the sys-
tem at run time. The ontology initialization and con-
tent annotation tool will be used for the construction 
of the training set.  



• Information gathering: Having customised the sys-
tem, the first step of its run-time use is to collect con-
tent from various Web and proprietary sources. In the 
case of car exhibitions, such sources will include TV 
and news programmes, on-line magazines, the sites or 
proprietary databases of car suppliers and dealers, 
specialized discussion fora and Weblogs, as well as 
generic content sources. Different sources will pro-
vide different types of content, which when combined 
under the fused semantics extraction approach can 
lead to a rich description of concepts and their in-
stances. 

• Semantics extraction: The trained semantics extrac-
tion tools will be applied at regular intervals to the 
incoming stream of multimedia content, performing 
two parallel tasks: (a) extracting the relevant informa-
tion from each piece of content, such as event venue, 
event dates, event organisers, exhibits and multime-
dia related to it, exhibitors, etc., (b) modelling the 
various concepts in the ontologies, by identifying 
their characteristic elements in associated multimedia 
content, e.g. terms in the text and audio, objects in 
visual content, crowd density, lighting, in-
door/outdoor characteristics, etc.  

• Ontology evolution: The former, extraction task, per-
formed in the previous step, will populate the ontolo-
gies with instances of the various concepts, together 
with their properties. This process will also be ac-
companied by the appropriate annotation of content 
in the server, in order to provide semantic access to 
the content by the end-user. The latter, concept mod-
elling task, performed by the extraction methods, will 
lead to suggestions for the enrichment of the ontolo-
gies, through novelty detection. For example, if new 
content about a new type of vehicle exhibition, e.g. 
van and truck exhibitions, becomes available, new 
concepts and relations will have to be added to the 
semantic model. This novelty detection is based on 
information from all different types of media being 
processed. For example, van and truck exhibitions 
will share several, but not all, visual and audio char-
acteristics with car exhibitions. This notion of simi-
larity will drive the evolution process. 

• Information positioning and retrieval: The concept 
instances annotated on the multimedia content will be 
linked to the map data in the digital maps server. A 
user-friendly interface will allow the user to navigate 
to the various exhibitions in a city and retrieve ap-
propriate content. Furthermore, the user will be able 
to issue queries about exhibits, events, etc. The re-
sults will always be associated to places on the digital 
map. Time plays an important role, as different exhi-
bitions take place in the same venue at different time 
periods. 

Although the scenario focuses on exhibitions it is easily 
extensible to other types of public event, like sport 
events, cultural events or political/news events. Further-
more, the basic bootstrapping approach is applicable to a 

variety of domains, other than public events, such as 
natural sciences, e.g. tracking of animal species and indi-
viduals, traffic control, etc. Exhibitions are proposed as 
an application that has significant commercial and social 
interest, while at the same time it is associated with a 
wealth of complementary multimedia content that is 
evolving over time.  

 

5. DISCUSSION 

The synergy of ontology evolution and multimedia in-
formation extraction under a bootstrapping framework 
seems to be a promising path towards the automation of 
knowledge acquisition from multimedia content. How-
ever, there are various issues that arise under this frame-
work and need to be researched, in order to enable the 
development of scalable and precise knowledge acquisi-
tion technology. Some of these issues are raised in this 
section. 

In terms of semantics extraction from multimedia 
content, we propose the integration of an ontology-based 
approach with a probabilistic inference scheme. We need 
to examine carefully the role of the ontology in fusing in-
formation extracted from multiple media. We also have 
to examine new ways to learn the optimal combination of 
features derived from multimedia content. Synchroniza-
tion and alignment of the different modalities is another 
issue, since all modalities must refer to a common time-
line.       

Ontologies must be sufficiently expressive in order to 
describe the construction space for possible 
interpretations in general and for specific interpretation 
results in terms of a particular piece of media. Current 
ontology description languages (such as OWL) do not 
provide specific representation constructs, for instance, 
for temporal information which is very important for the 
specific application we are currently examining. We need 
to study how existing ontology languages such as OWL 
can be extended to more adequately deal with temporal 
information. In addition, multimedia applications have 
highlighted the need to extend representation languages 
with capabilities which allow for the treatment of the 
inherent imprecision in multimedia object representation, 
matching, detection and retrieval. Existing standard web 
languages do not provide such capabilities. Therefore, 
considerable research effort needs to be directed towards 
representation and management of uncertainty, 
imprecision and vague knowledge that exists in real life 
applications. 

 In terms of ontology population and enrichment, we 
will exploit the multimedia semantic model as well as 
current research on learning and inference techniques 
aiming to develop a generic framework for ontology 
learning and inference from multimedia content. We 
need to examine more carefully this task due to the com-
plexities introduced by the multimedia context. Addition 
of instances in the multimedia descriptor ontology may 
also require updating the corresponding link with the 
domain-specific ontology. The semantics extraction 



process will provide unclassified entities extracted from 
the multimedia content which may lead to the enrichment 
of the ontologies with new concepts and relations based 
on information from all different types of media being 
processed. Concerning inference techniques for ontology 
population and enrichment, we need to optimize and en-
hance description logic inference technology such that 
learning and retrieval requirements are optimally sup-
ported. Furthermore, extensions with respect to spatial 
data and conceptual data models involving space and 
time need to be developed.  

The task of ontology coordination in a multimedia 
context must also be examined carefully since it involves 
the coordination of both homogeneous and heterogene-
ous ontologies. We also propose the use of machine 
learning techniques to assist coordination in this context 
and we need to investigate which methods are most ap-
propriate for such a task. This depends very much on the 
type of training data that is available. Supervised learn-
ing of complex representations requires data that may not 
be possible to acquire manually. Unsupervised or par-
tially supervised methods may prove more useful in these 
cases.  

Concerning semantic consistency checking in ontol-
ogy evolution, two main problems are involved when 
considering multimedia ontologies and the bootstrapping 
process adopted, which we need to examine carefully. 
The first problem occurs at the instance level and 
requires techniques for efficiently handling incremental 
additions of instances, while checking integrity 
constraints. A second problem occurs at the concept 
level and requires techniques for checking the 
consistency of new concepts against the current 
ontology, in order to choose a valid and consistent 
enrichment solution among a set of possible alternatives.    

 

6. CONCLUDING REMARKS 

We proposed a new approach towards automation of 
knowledge acquisition from multimedia content, by in-
troducing the notion of evolving multimedia ontologies 
which will be used for the extraction of information from 
multimedia content. This is a synergistic approach since 
it combines multimedia extraction and ontology evolu-
tion in a bootstrapping process involving, on the one 
hand, the continuous extraction of semantic information 
from multimedia content in order to populate and enrich 
the ontologies and, on the other hand,  the deployment of 
these ontologies to enhance the robustness of the extrac-
tion system.  

The main measurable objective of this initiative is to 
improve significantly the performance of existing single-
modality approaches in terms of scalability and preci-
sion. Towards that goal, our aim is to develop a new 
methodology for extraction and evolution, using a rich 
multimedia semantic model, and realize it as an open ar-
chitecture. The architecture will be coupled with the ap-
propriate set of tools, implementing the advanced meth-
ods that will be developed.  

The resulting technology has a wide range of applica-
tions in commerce, tourism, e-science, etc. We are cur-
rently examining the evaluation of the technology 
through the development of an automatic content collec-
tion and annotation service for public events in a number 
of major European cities. The extracted semantic infor-
mation will enrich a digital map, which will provide a 
friendly interface to the end user. 
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