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Abstract. The main claim of this paper is that machine learning can
help integrate the construction of ontologies and extraction grammars
and lead us closer to the Semantic Web vision. The proposed approach
is a bootstrapping process that combines ontology and grammar learn-
ing, in order to semi-automate the knowledge acquisition process. After
providing a survey of the most relevant work towards this goal, recent re-
search of the Software and Knowledge Engineering Laboratory (SKEL)
of NCSR “Demokritos” in the areas of Web information integration,
information extraction, grammar induction and ontology enrichment is
presented. The paper concludes with a number of interesting issues that
need to be addressed in order to realize the advocated bootstrapping
process.

1 Introduction

The task of information extraction from text has been the subject of significant
research in the past two decades. Primarily, this work has focussed on the extrac-
tion of very specific pieces of information from documents that belong in a very
narrow thematic domain. The typical example is the extraction of information
about mergers and acquisitions from business news articles, e.g. the information:

{Buying-company:“MacroHard Corp”,
Company-bought:“Africa Off-Line Ltd”,
Amount:“3 billion rupees”}

could be extracted from the text:

“MacroHard Corp bought Africa Off-Line Ltd for 3 billion rupees.”

or from the text

“Africa Off-Line was sold to MacroHard. . . . The acquisition has costed
three Bil. Rup.”

Based solely on this limited example, one can understand the difficulty of the in-
formation extraction task, which is arguably as hard as full text understanding.
However, when limiting the domain and the information to be extracted there are
various ways to avoid full understanding and produce good results with shallow
parsing techniques. These techniques usually involve lexico-syntactic patterns,



coupled with a conceptual description of the domain and domain-specific lex-
icons. The manual construction and maintenance of these resources is a time-
consuming process that can be partially automated with the use of learning
techniques. For that reason, a significant part of the research in information
extraction has refocussed on learning methods for the automatic acquisition of
grammatical patterns, lexicons and even conceptual descriptions.

The rapid growth of the Web has brought significant pressure for practical
information extraction solutions that promise to ease the problem of the user’s
overload with information. This has led to a new research direction, which aimed
to take advantage of the uniform presentation style followed typically within par-
ticular Web sites. Information extraction systems designed for specific Web sites
and based mainly on the HTML formatting information of Web pages have been
termed wrappers. Despite the apparent ease of constructing wrappers, as op-
posed to free-text information extraction, the knowledge acquisition bottleneck
remained, due to the frequent change in the presentation style of a specific Web
site and most importantly due to the large number of different wrappers needed
for any practical information integration system. This has led again to linguis-
tically richer information extraction solutions and the use of learning methods.

More recently, a new goal was set for the information society: to move from
the Web to the Semantic Web, which will contain many more resources than
the Web and will attach machine-readable semantic information to all of these
resources. The first steps towards that goal addressed the issue of knowledge
representation for all this semantic information, which translated to the devel-
opment of ontologies. Realizing the difficulty of designing the grand ontology for
the world, research on the Semantic Web has focussed on the development of
domain or task-specific ontologies which have started making their appearance
in fairly large numbers. Having provided an ontology for a specific domain, the
next step is to annotate semantically all related Web resources. If done manually,
this process is very time-consuming and error-prone. Information extraction is
the most promising solution for automating the annotation process. However, it
comes along with the aforementioned knowledge acquisition bottleneck and the
need for learning. At the same time, constructing and maintaining ontologies for
various domains is also a hard knowledge acquisition task. In order to automate
this process, the new research activity of ontology learning and population has
emerged, which combines information extraction and learning methods.

Thus, information extraction makes use of various resources, among which a
conceptual description of the domain, while at the same time ontology construc-
tion and maintenance is partly based on information extraction. The study of
this interaction between the two processes and the role of learning in acquiring
the required knowledge is the subject of this paper. The paper aims to initiate
the interdisciplinary discussion and research that will lead to the uniform treat-
ment of the problem of knowledge acquisition for information extraction and
ontology maintenance. This effort is driven by the Semantic Web vision and the
proposed vehicle is machine learning methods.



The rest of the paper is organized as follows: Section 2 highlights the state
of the art in the related fields, focussing on key contributions that could fa-
cilitate the interdisciplinary effort. Section 3 presents related current research
effort at the Software and Knowledge Engineering Laboratory (SKEL) of NCSR
“Demokritos”, where the author belongs1. Section 4 discusses key issues that
should be addressed, in order to move this discussion forward. Finally section 5
summarizes the presented ideas.

2 State of the art

This section presents recent approaches in the areas of information extraction
and ontology learning. Rather than providing an extensive survey of these areas,
the focus is on those efforts that seem most promising in terms of the desired
convergence of the different approaches.

2.1 Information Extraction

Practical information extraction systems focus on a particular domain and a
narrow extraction task. Within this domain, they require a number of resources,
in order to achieve the required analysis of the text and identify the pieces of
information to be extracted. These resources mainly consist of grammars, lex-
icons and semantic models. The number and complexity of the resources that
are used varies according to the approach. Early approaches focussed on lin-
guistically rich resources, with the hope that they can capture a wide variety of
linguistic phenomena (e.g. [22], [18]). This approach did not prove effective in
practice, as the construction and the use of the resources was very expensive.
As a result, a turn towards “lighter” task-specific approaches took place (e.g.
[1], [2]). These approaches combined simple grammars, e.g. regular expressions,
with existing generic dictionaries, e.g. the Wordnet [17], task-specific list names,
known as gazetteers, and rather simple semantic models, template schemata. As
a solution to the narrow scope of these approaches, the use of machine learn-
ing methods was proposed, which allowed for the quick customization of the
resources to new extraction tasks (e.g. [53], [36], [44]). This approach was taken
to the extreme with the introduction of Web site wrappers and the automatic
learning of these (e.g. [25], [29]).

More recently, a move towards deeper analysis of the text has started, in or-
der to improve the performance of the extraction systems, which seemed to have
exhausted their capabilities, reaching what is known as the 60% performance bar-
rier. These new efforts include the use of more complex grammars, e.g. HPSG, for
deeper structural analysis, and the use of semantic models, e.g. domain-specific
ontologies, for semantic disambiguation. These developments were made possi-
ble by the improvement in deep analysis methods and the increase in available
computational power.

1 SKEL: http://www.iit.demokritos.gr/skel



DFKI2 research on information extraction [31] provides an interesting ex-
ample of the progress towards deeper analysis. Starting with the use of finite-
state transducers [32] for shallow analysis and moving onto the incorporation of
domain-specific ontologies and Head-driven Phrase Structure Grammars (HPSG)
for deep structural and semantic analysis [11]. The main aim of this work is to
combine the best of shallow and deep analysis, i.e., speed and accuracy. In or-
der to achieve that, various integration strategies have been studied, focussing
the use of deep analysis to those cases that are most likely to help improve the
accuracy of shallow analysis. This controlled use of deep analysis minimizes the
computational overhead of the approach. Furthermore, initial efforts have been
made [51] to use machine learning techniques to acquire basic semantic enti-
ties, such as domain-specific terms, and parts of the extraction grammars, in
particular domain-specific lexico-syntactic patterns.

This multi-strategy approach that attempts to combine the advantages of
shallow and deep analysis, as well as the strengths of automated knowledge ac-
quisition through learning with the use of rich syntactic and semantic resources,
is indicative of the general trend towards optimal combination of methods at var-
ious levels. Recent research at the University of Sheffield, UK also follows that
trend, starting from simple wrapper-type information extraction approaches [8]
and moving towards learning methods that incorporate more linguistic informa-
tion, as well as domain-specific ontologies [9]. However, the focus of this work is
still on the minimization of human effort in producing linguistic resources and
as a result the extraction grammars are much simpler than the HPSGs.

A related strand of work has been using conceptual graphs as the represen-
tation for the extracted information. Typically, these approaches require deep
syntactic analysis of the text and some domain knowledge, e.g. in the form of
an ontology, in order to construct a graph for each sentence that is analyzed
(e.g. [21], [45], [33]). These approaches face similar difficulties in acquiring the
required knowledge for the mapping between syntax and semantics. Machine
learning has been proposed as a partial solution to the problem, e.g. for learning
the mapping rules between syntactic parses and conceptual graphs [54].

Most of the generic information extraction platforms have been extended to
use ontologies, instead of the simpler template schemata of the past. Reeve and
Han [40] provide a brief survey of the use of ontologies in information extraction
platforms. For the majority of these systems though, ontologies are only used as
a rich indexing structure, adding possibly to the variety of entities and relations
that are sought for in the text (e.g. [41]). A notable exception is the concept of
‘information extraction ontologies’ [15], where the ontology plays the role also of
a simple extraction system. This is achieved by incorporating lexical constraints
in the ontology, using the data frame approach [14]. Data frames associate reg-
ular expressions with the domain-specific concepts, in order to allow for their
direct extraction from the text. In a similar manner, Patrick [35] uses Systemic
Functional Grammars, which combine high-level conceptual descriptions with

2 DFKI: Deutsches Forschungszentrum fur Kuenstliche Intelligenz;
http://www.dfki.de/



low-level textual and linguistic features. This work shows initial signs of conver-
gence of extraction grammars with ontologies, whereby a conceptual structure
incorporates sufficient information to be used for the extraction of instances of its
concepts from text. Whether this extended structure is a grammar, an ontology
or a completely different representation is of less importance.

2.2 Ontology learning

Machine learning methods have been used extensively to acquire various re-
sources required for information extraction, in particular grammars and lexicons
for part-of-speech tagging, sentence splitting, noun phrase chuncking, named-
entity recognition, coreference resolution, sense disambiguation, etc. They have
also been used to acquire the lexico-syntactic patterns or grammars that are
used for information extraction (e.g. [53], [36], [44]), in particular the simpler
regular expressions used in wrappers (e.g. [25], [29]). More recently this line of
work has been extended to target the semantic model needed for information
extraction, which is in most cases an ontology. Thus, the new research activity
of ontology learning and population has emerged.

Ontology learning methods vary significantly according to their dependence
on linguistic processing of the training data. At one extreme, the learning process
is driven completely by the results of language processing [5]. Following this ap-
proach, the OntoLT toolkit allows the user to define or tune linguistic rules that
are triggered by the data and result in the modification of the ontology. In other
words, each rule defines linguistic preconditions, which, if satisfied by a sentence,
lead to a change in the existing ontology, usually extending the ontology with
new concepts and their properties. This is a deductive approach to concept learn-
ing, which has been the subject of dispute in the early days of machine learning,
as it has been argued that it does not cause generalization and therefore is not
learning at the knowledge level [13]. Nevertheless, it can be an effective method
for enriching an ontology, although it requires significant expertise in defining
the linguistic rules. The Ontology Express system [34] follows a similar linguistic
approach to ontology learning, with two notable exceptions: (a) it concentrates
on the discovery of new concepts, based on the identification of specific pat-
terns in the text that usually denote particular relations, e.g. introduction of a
new term as a subtype of an existing one, (b) it uses a frequency-based filter
and non-monotonic reasoning to select the new concepts and add them to the
ontology.

Term identification and taxonomic association of the discovered terms has
been the most researched aspect of ontology learning. One of the earliest systems
to adopt this approach was ASIUM [16], which uses lexico-syntactic patterns, in
the form of subcategorization frames that are often used for information extrac-
tion, in order to identify interesting entities in text. Starting with a few generic
patterns that are instantiated in the text, ASIUM uses syntactic-similarity in or-
der to cluster terms into groups of similar functionality in the text. This process
is repeated, building the taxonomy of an ontology in a bottom-up fashion. A
similar approach is followed by the DOGMA system [42]. Verb-driven syntactic



relations, similar to generic subcategorization frames, are used to cluster terms
with syntactic similarity. Term clustering is also employed by the OntoLearn sys-
tem [30]. However, OntoLearn differs from the other two systems in two ways:
(a) it combines statistics about term occurrence with linguistic information for
the identification of terms, and most importantly (b) clustering is based on se-
mantic interpretation through a mapping of the terms onto an existing ontology,
such as Wordnet. Thus, the resulting ontology is a domain-specific subset of the
generic one. Wordnet is also used in [51] to identify an initial set of examples
of the hyponymy relation in an untagged corpus. Given these examples, generic
extraction patterns are learned. These patterns are combined with the results
of a statistical term identification method and the collocation patterns learned
by a different statistical method, to provide a set of candidate concepts for the
new ontology. More recently, Wordnet and lexico-syntactic patterns have been
combined in [7] using a simple voting strategy, in order to identify terms and
organize them in a taxonomy. Despite the simplicity of the voting strategy, the
combination of various evidence from different methods seems to provide added
value to the ontology learning process.

Another promising approach to ontology learning is based on the use of
Formal Concept Analysis for term clustering and concept identification. In [43]
concept lattices are constructed from data with the use of a knowledge acquisi-
tion method known as ’ripple-down rules’. The acquired conceptual structures
are then used to define domain ontologies, with the cooperation of a human
expert. In a related approach, Corbett [10] represents ontologies with the use
of Conceptual Graphs and uses Conceptual Graph Theory, in order to auto-
mate ontology learning through merging of conceptual graphs. Given the use of
conceptual graphs in information extraction from text, as discussed in 2.1, this
approach provides an interesting link between extraction and ontology learning.
For instance, a clustering approach for conceptual graphs, such as the one pre-
sented in [52], could be used to learn ontologies, in the form of contextual graphs,
from text.

The highlights of ontology learning research presented in this subsection in-
dicate the close relation between extraction patterns and concept discovery. One
usually learns the extraction patterns at the same time as identifying new terms
and relations among them with the aim to construct or refine an ontology. The
work of Hahn and Markó [19] emphasizes this interaction, providing a method to
learn grammatical in parallel with conceptual knowledge. Adopting a deductive
learning approach, like OntoLT, the proposed method refines a lexicalized de-
pendency grammar and a KL-ONE-type conceptual model, through the analysis
of text and the qualitative assessment of the results.

The interaction between information extraction and ontology learning has
also been modelled at a methodological level as a bootstrapping process that
aims to improve both the conceptual model and the extraction system through
iterative refinement. In [27] the bootstrapping process starts with an information
extraction system that uses a domain ontology. The system is used to extract
information from text. This information is examined by an expert, who may



decide to modify the ontology accordingly. The new ontology is used for further
information extraction and ontology enrichment. Machine learning assists the
expert by suggesting potentially interesting taxonomic and non-taxonomic rela-
tions between concepts. Brewster et al. [3] propose a slightly different approach
to the bootstrapping process. Starting with a seed ontology, usually small, a
number of concept instances are identified in the text. An expert separates these
as examples and counter-examples which are then used to learn extraction pat-
terns. These patterns are used to extract new concept instances and the expert
is asked to re-assess these. When no new instances can be identified, the expert
examines the extracted information and may decide to update the ontology and
restart the process. The main difference between the two approaches is in the
type of extraction system that is used, which is linguistically richer in the case
of [27] and uses the ontology as a component.

3 Recent research results by SKEL

The Software and Knowledge Engineering Laboratory (SKEL) of the Institute
of Informatics and Telecommunications in the National Center for Scientific Re-
search “Demokritos” has set as its main goal for the past decade to advance
knowledge technologies that are required for overcoming the obstacle of infor-
mation overload on the Web. Towards that goal, it has produced innovative
research results in the whole chain of technologies employed by intelligent in-
formation integration systems: information gathering (retrieval, Web crawling),
information extraction (named entity recognition and classification, role iden-
tification, wrappers), personalization (user communities and stereotypes). The
recent emphasis of our research has been on the automation of intelligent sys-
tem development, customization and maintenance, which involves mainly the
employment of machine learning methods for knowledge acquisition.

This section highlights SKEL’s most recent research activity in the area of
machine learning for information extraction and ontology enrichment. It starts
by presenting briefly the CROSSMARC architecture for information integra-
tion, which is the main result of the European research project CROSSMARC
and provides the framework for our research in this area. It then moves on to
present briefly our meta-learning approach to information extraction from Web
pages, an efficient learning method for context-free grammars and a bootstrap-
ping methodology for ontology enrichment.

3.1 The CROSSMARC approach to Web information integration

CROSSMARC (Cross-lingual Multi Agent Retail Comparison)3 was a Euro-
pean research project that was completed at the end of 2003. The main result
of CROSSMARC was an open, agent-based architecture for cross-lingual infor-
mation integration, incorporating the full chain of technologies involved in the

3 http://www.iit.demokritos.gr/skel/crossmarc/



process. Initially, CROSSMARC was meant to focus on retail comparison sys-
tems that collect product information from various suppliers and present it to
customers in a localized and personalized manner. In addition to this appli-
cation however, the CROSSMARC architecture has proven equally useful for
other information integration tasks, such as employment search engines. Figure
1 presents the CROSSMARC architecture.

Fig. 1. CROSSMARC’s agent based architecture.

As mentioned above, CROSSMARC implements the full information inte-
gration process, using independent agents that communicate via a blackboard
and share the same domain ontology. The information gathering stage is sep-
arated into a crawling and a spidering step, collecting interesting sites from
the Web and relevant pages from these sites, respectively. Machine learning is
used to learn to identify relevant pages and the most promising paths to those
pages. The information extraction agent serves as a controller for a number
of different information extraction systems, each handling a different language
(English, French, Italian and Greek are currently covered). The results of infor-
mation extraction are stored into the fact database, which is accessed by the



end-users through a personalized Web interface. The agent-based design of the
CROSSMARC architecture allows it to be open, distributed and customizable.
The agents implementing each step of the process can be replaced by any other
tool with the same functionality that respects the XML-based communication
with the blackboard and the ontology. Furthermore, new information extraction
systems, covering different languages can easily be connected to the information
extraction agent. The ontology also plays an essential role in all stages, providing
terms for modeling the relevance of Web pages, language-independent fact ex-
traction, parameterization of the user models, etc. By collecting domain-specific
knowledge in the ontology, the various agents become less dependent on the do-
main. More details about the CROSSMARC architecture and the prototype can
be found in [24] and [47].

3.2 Meta-learning for Web information extraction

As we have seen in section 2 several approaches to information extraction and
ontology learning attempt to combine the strengths of multiple methods in or-
der to obtain better performance. Following this basic idea, our research in the
area of Web information extraction has focussed on the combination of different
learning methods in a meta-learning framework, aiming to improve recognition
performance. For this reason, we have developed a stacked generalization frame-
work that is suitable for information extraction, rather than classification which
is the typical use of this approach. Figure 2 illustrates the use of the stacking
framework proposed in [46], both at training and at run-time.

Base-level dataset
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Fig. 2. (a) Illustration of the J-fold cross-validation process for creating the meta-level
dataset. (b) The stacking framework at runtime.

At training time, the usual cross-validation approach of stacked generaliza-
tion is followed, which trains all base-level learners (L1 . . . LN ) on various subsets
of the training dataset (D\Dj) and applies the learned systems (C1(j) . . . CN (j))
on the unseen parts of the dataset (Dj), in order to construct the meta-level



dataset (MDj). However, in the case of information extraction the trained sys-
tems may extract different or contradictory information from the same subset of
the data. Based on the confidence scores of the information extraction systems,
the proposed framework combines their results into a common dataset that is
suitable for training a classifier to choose whether to accept or reject an ex-
tracted piece of information and if accepted to recognize its type. This approach
has led to considerable improvement in recognition performance, which is due
to the complementarity of the trained base-level systems.

3.3 Grammar induction

The importance of grammars for information extraction has become apparent
in the description of relevant systems in section 2. With the exception of simple
regular patterns, the acquisition of grammars using learning methods is limited
to the refinement of specific parameters of hand-made grammars. This is due
to the fact that the learning of more complex grammars from text is a hard
task. Even harder is the induction of these grammars from positive only exam-
ples, which is practically the only type of example that a human annotator can
provide. This is the reason why there are very few learning methods that deal
with this problem, which are usually only applicable to datasets of small size
and complexity. In an attempt to overcome this problem we have developed the
e-GRIDS algorithm [37], which is based on the same principles as the GRIDS
[26] and the SNPR [50] algorithms, but improves them substantially, in order to
become applicable to realistic problems.

e-GRIDS performs a beam search in the space of grammars that cover the
positive examples, guided by the MDL principle. In other words, it favors sim-
pler grammars, in the sense that the sum of their code length and the code
length of the data, assuming knowledge of these grammars, should be small.
The starting state for the search is the most specific grammar, which covers
only the training data. The search operators compress and generalize the gram-
mars, by merging symbols and creating new ones. The latest version of e-GRIDS,
called eg-GRIDS [38], replaces the beam search with a genetic one, within which
the grammar-modification operators are treated as mutation operators. Figure
3 depicts graphically the eg-GRIDS architecture. The use of genetic search has
provided a speed-up of an order of magnitude, facilitating the inclusion of more
operators that allow the algorithm to search a larger part of the space and
produce much better results. Thus, eg-GRIDS can handle larger datasets, and
produce better estimates of the “optimal grammar”.

3.4 Ontology enrichment

Our approach to ontology enrichment [48] follows the basic bootstrapping method-
ology presented in section 2. Figure 4 illustrates the proposed methodology. The
bootstrapping process commences with an existing domain ontology, which is
used to annotate a corpus of raw documents. In this manner, a training corpus
for information extraction is formed, without the need for a human annotator.



Fig. 3. The architecture of the eg-GRIDS algorithm. (NT: Non-Terminal symbol)

This can lead to a significant speed-up in the development of the information
extraction system. The trained system usually generalizes beyond the annotated
examples. Therefore, if applied again on the corpus it provides some new in-
stances that do not appear in the initial ontology. These instances are screened
by an expert who is responsible for maintaining the ontology. Once the ontology
is updated, it can be used again to annotate a new training corpus that will lead
to a new information extraction system. This process is repeated until no new
instances are added to the ontology. Our initial experiments have shown that
this approach works impressively well, even when the initial ontology is very
sparsely populated.

As a further improvement of this method, COCLU [49], a novel compression-
based clustering algorithm, was developed, which is responsible for identifying
lexical variations of existing instances and clustering the lexical variations of new
instances. This improvement minimizes the human effort in ontology enrichment,
as the extracted instances can be treated in groups of lexical synonyms.

4 Discussion

The combination of ontology learning and information extraction under a boot-
strapping framework of iterative refinement seems to be a promising path to-
wards the Semantic Web vision. The use of machine learning for the (partial)
automation of knowledge acquisition also seems to be a vital part of this process.
However, there are various issues that arise under this framework and need to
be researched, in order to arrive at theoretically sound and practically effective



Fig. 4. Ontology enrichment methodology. (IE: Information Extraction)

solutions. This section raises some of these issues, together with some initial
thoughts about them.

4.1 Knowledge representation issues

The most straightforward option in terms of knowledge representation is to keep
the extraction grammars and the ontologies as separate entities, which will allow
us to take full advantage of the work that has been done in each of the two
research areas. This is the approach that is adopted in most of the work following
the bootstrapping paradigm. However, in section 2 we have also seen some work
on alternative representations that combine conceptual and syntactic knowledge
under the same representation. This option would simplify the bootstrapping
process, but may also have disadvantages, such as the fact that the combined
representation needs to be task-specific, which limits the ability of the ontology
to provide interoperability and knowledge sharing. Therefore, the combination
of the ontology with the grammar remains an open issue to be studied.

If a combination is the preferred solution, a number of new questions arise,
such as what type of grammars and what type of ontology one should use.
A number of solutions already exist, as we have seen in section 2. However,
the choice of an appropriate solution depends largely on the extraction task
and the need for syntactic and conceptual support. Recently, the use of more
complex grammars and ontologies has been proposed as a solution to the barrier
in the performance of extraction systems. Nevertheless, there is still a number
of problems that may be addressed with simpler solutions. Therefore, work on
the typology of the extraction tasks and the need for resources is necessary.



Finally, in those cases where a combined representation is preferred, we
should also study solutions that are inspired by the early work on knowledge
representation, e.g. frames and semantic nets. Formal concept analysis and con-
ceptual graphs, as well as probabilistic graphical models are examples of such
representations, which have advanced considerably since their conception. Such
solutions have started being studied in the context of the bootstrapping frame-
work [6] and may prove very effective in practice.

4.2 Machine learning issues

The choice of knowledge representation affects directly the machine learning
methods that will be used for knowledge acquisition. If grammars and ontolo-
gies are kept separate, the main question is which aspects of the ontology and
the grammar will be learned and which will be provided by a human. So far,
we have seen almost full automation for simple grammatical patterns and basic
conceptual entities and relations. However, there is a host of other methods,
such as those that induce context-free grammars, which have not been stud-
ied sufficiently in the context of information extraction. An additional issue is
whether grammar learning can assist ontology learning and vice versa, i.e., can
the elements of the representation acquired through learning be useful at both
the conceptual and syntactic level? The answer to these questions depends very
much on the type of training data that is available.

Supervised learning of complex representations requires data that may not
be possible to acquire manually. Therefore, efforts to automate the generation of
training data, such as in [48], are very interesting. Furthermore, unsupervised or
partially supervised methods may prove particularly useful. Along these lines, we
also need to find better ways to take into account existing background knowledge.
Deductive learning methods are the extreme solution in that sense, but inductive
learning methods can also benefit from existing knowledge resources.

If we opt for combined representations, it is more than likely that the learning
methods will need to be extended, or existing methods will need to be combined
in an intelligent way. Multi-strategy learning can prove particularly useful in
this respect, as it aims to combine the strengths and special features of different
learning methods in the best possible way.

4.3 Content type issues

Another major issue that affects directly the typology of extraction and learning
tasks is what type of content we want to process. We have already seen that the
semi-structured format of Web data can facilitate significantly the information
extraction task and the learning of Web site wrappers. Further to that, some
semantically annotated content has started appearing. We need to think about
how we can make use of that, e.g. as training data for learning new extraction
systems, or as background knowledge. An interesting alternative presented in
[12] is to treat a set of resources, linked through RDF annotations, as a graph
and construct a conceptual model from it.



Multimedia content is increasing on the Web. We need to examine more care-
fully the task of extracting information from such data, which is more demanding
and less studied than text. Can we make assumptions that will allow us to pro-
duce practical extraction systems for multimedia data? At what conceptual level
can we expect the extracted information to be placed? We need to go beyond
the basic low-level features, but how feasible is object recognition within specific
domains? Can multimedia ontologies assist in that process (e.g. [20]). There is
even some initial work on enriching multimedia ontologies, through the process-
ing of multimedia data [28]. Extraction grammars and the bootstrapping process
advocated in this paper could be particularly useful in that respect. Initial ideas
on how this can be achieved are presented in [23].

5 Summary

This paper advocates the need for a bootstrapping process, combining ontol-
ogy learning and grammar learning, in order to semi-automate the construction
of ontologies and information extraction systems. The aim of the paper was
to present the most relevant work for this purpose, focussing on recent work at
SKEL, the laboratory where the author belongs. Several related strands of SKEL
research were presented: Web information integration, meta-learning for Web
information extraction, induction of context-free grammars and ontology en-
richment, through bootstrapping with information extraction learning. Finally,
several research issues that need to be addressed towards the realization of the
bootstrapping process were discussed. In summary, the main claim of this paper
is that machine learning is the vehicle that could help integrate the construction
of ontologies and extraction grammars and lead us closer to the Semantic Web.
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