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ABSTRACT 
We present the application of a recently proposed probabilis- 
tic logical formalism, on the task of sensor data fusion in the 
USEFIL  project.  USEFIL seeks to extract valuable knowl- 
edge concerning the well-being  of elderly  people by combin- 
ing information coming from low-cost,  unobtrusive monitor- 
ing devices.  The approach we adopt to device its data fusion 
component is based  on the Event Calculus  and  the stochas- 
tic logic programming language  ProbLog and  aims  towards 
constructing a semantic representation of the received  data, 
usable  by a Decision Support System  that will assist elderly 
people  in their every  day  activities and  will provide  to doc- 
tors,  relatives  and  carers  insights  on  the  user’s  behaviour 
and  health. 

	
  
Categories and Subject Descriptors 
I.2.1 [Applications and  Expert Systems]:  Medicine  and 
science 

	
  
General Terms 
Event Recognition, probabilistic reasoning, data fusion 

	
  
Keywords 
Assisted   living,  unobtrusive monitoring, knowledge  repre- 
sentation and  reasoning 

	
  
1.   INTRODUCTION 

USEFIL1 is an on-going FP7-funded project aiming to 
address the gap  between   technological  research  advances 
and  the practical needs  of elderly  people  by developing  ad- 
vanced  but affordable  in-home  unobtrusive monitoring and 
1 http://www.usefil.eu/ 
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web communication solutions.  A key innovation of USEFIL 
is the  usage  of low cost  non-specialized monitoring  equip- 
ment  that will assist  the  elderly  in maintaining  their  inde- 
pendence  and  daily  activities.   Research in  USEFIL is fo- 
cused  into  two  directions.   The  first  one is developing  sys- 
tems that enable social awareness, allowing elderly people to 
feel in touch  with their  relatives, carers and doctors, through 
friendly  and  easy to use interfaces.  The  second  one is engi- 
neering  services  that can  unobtrusively monitor elderly  be- 
havioral indicators  including   health vital  signs,  functional 
and emotional status. Overall,  the aim is to extend the time 
that older people can live independently in their homes, feel- 
ing safe and socially connected, while also limiting increases 
in public  expenditure. 

The USEFIL architecture consists  of a number of com- 
ponents  that are  installed within  the  users’  house,  as  well 
as components running on a remote server.   The in-house 
hardware includes  various  interfaces, such  as a slate  tablet 
PC  and/or, a web TV that provide  to the user specific func- 
tionality for communicating with  her relatives, cares or doc- 
tor, checking  her health record,  getting reminders about her 
medication and getting engaged  into special-purpose games. 
In addition, it includes  a number of low-cost sensors dis- 
tributed within the house, including  a depth camera  (e.g. 
Kinect) next to the TV,  a hidden  camera, as well as a light 
wrist watch  worn by the elderly.  This hardware silently mon- 
itors  the user’s activity and  uploads  information relevant to 
her  health to the USEFIL   server.    The  aim  is to provide 
long-distance access to a Decision Support System  (DSS), 
which uses the uploaded data, together with  long-term data 
accumulated over  time  and  the electronic  health record  of 
the user,  to draw  the attention to changes  and/or trends of 
the user’s behavior and  health. 

In order to utilize sensor data, coming from heterogeneous 
resources  like the ones mentioned above into operational 
knowledge,  a data fusion  step  is necessary.  USEFIL’s  data 
fusion component is responsible for interpreting sensor data 
into  a semantic representation  of the user’s  current  status, 
in the  form of a “snapshot”.  Such snapshots aggregate data 
over periods of time short enough so that they can be consid- 
ered as a unit by the DSS and long enough to not swamp the 
DSS with  unnecessary detail. In this  paper  we describe  our 
approach to data fusion in the context of USEFIL. In partic- 
ular,  we employ  a recently proposed probabilistic logic pro- 



	
  

gramming formalism  to represent and reason  about USEFIL 
knowledge  and perform  real-time Event  Recognition, that is, 
detection of event occurrences that satisfy  certain patterns, 
from properly represented temporal sensor data. In the  rest 
of this paper  we present our approach and  provide  evidence 
supporting its applicability in the USEFIL  project. 

holdsAt(F  = V,  T ) ← 
initiatedAt(F  = V,  Ts ), 
Ts < T , 
not  broken(F  = V,  Ts ,  T ) 

broken(F  = V, Ts , T ) ← 
terminatedAt(F = V,  Tf ), 
Ts < Tf  < T 

broken(F  = V1 ,  Ts ,  T ) ← 
initiatedAt(F  = V2 ,  Tf ), 
V1  I= V2 , 
Ts < Tf  < T 

	
  
	
  
(2) 

(3) 

(4) 

	
  
2. EVENT RECOGNITION 

Event  Recognition (ER) [4, 8, 9] refers  to  the automatic 
detection of event occurrences within  a system.   From  a se- 
quence of properly represented Low Level Events  (LLEs),  for 
example  sensor  data, an  ER  system  recognizes  High  Level 
Events  (HLEs)  of interest, that is, events that satisfy some 
pattern.  Consider, for example,  the recognition of attacks 
on  nodes  of a  computer  network given  the  TCP/IP  mes- 
sages,  the recognition  of suspicious  trader behaviour given 
the transactions  in  a  financial  market, the recognition of 
whale songs given a stream of whale sounds,  and  the  recog- 
nition  of human activities given multimedia content from 
surveillance cameras. 

ER systems  with a logic-based  representation of event 
structures [3] are attracting significant attention in the event 
processing  community  for  a  number of reasons,   including 
the expressiveness and  understandability of the formalized 
knowledge  and  their  declarative  formal  semantics   [10, 1]. 
The  Event  Calculus  [6] in particular is a prominent  logical 
formalism  that has  been  excessively  used  for detecting oc- 
currences of composite events  from  data streams of simple 
events. 

	
  
	
  
	
  
2.1 The Event Calculus 

For  an  introduction  to the basic  syntax and  semantics 
of logic programming the reader  is referred  to  [7].  For  the 
rest  of this  paper, following  Prolog  convention,  predicates 
and ground  terms start with  a lower case letter and variable 
terms start with  a capital letter. 

The EC is a temporal logic formalism  for reasoning about 
events and their  effects.  It allows to model the evolution of a 

not represents “negation by failure”,  which provides  a form 
of default persistence — inertia — of fluents.   According  to 
rule (1), F = V  holds at time-point T if F = V  held initially 
and  has not been broken  since.  According  to rule (2), F = V 
holds  at time-point  T if the fluent  F  has  been  initiated  to 
value V  at an earlier  time Ts , and has not been broken since. 
According  to rule (3), a period of time for which F = V holds 
is broken at Tf  if F = V is terminated at Tf . Rule (4) dictates 
that if F = V2   is initiated at Tf    then effectively  F = V1   is 
terminated at Tf , for all other  possible values  V1  of F . Rule 
(4)  therefore  ensures  that a fluent  cannot  have  more  than 
one value  at any  time. 
	
  
2.2 USEFIL knowledge in the EC 

Performing Event  Recognition using  the EC  as  the  log- 
ical  engine  means  to derive  HLEs  (which  are  represented 
by  properties/fluents)  that hold  at certain time  points  by 
means  of LLEs  (events)  that occur  at certain time  points 
and  initiate  or  terminate the HLEs.    In  USEFIL, a  third 
type  of events,  together  with  HLEs  and  LLEs  is identified, 
namely  Mid-Level  Events (MLEs). These  event occurrences 
span  over a period  of time (represent fluents)  and  thus they 
differ from  LLEs,  which  are  typically  instantaneous events 
and  are  represented in  the EC  by  happensAt/2  predicates. 
On  the  other  hand,  MLEs,  which  just as  HLEs  are  repre- 
sented  in the EC by holdsAt/2 predicates, are often  involved 
in the definition of higher-level  events.  In other words MLEs 
are HLEs  in their own right, but at the same  time they are 
part of an  HLE  hierarchy that leads  to  the recognition of 
higher-level  events. 

For instance, medical  experts in USEFIL tell us that a 
reduced response to external stimuli is a strong  indication for 
depressed mood.  This  knowledge  may  be represented in the 

2 

system  in time by expressing  the fact that certain properties 
of the  system  (fluents ) are true, due to events  that occur at 
certain time  points  and  effect the fluents’  truth value.  The 

EC by a rule of the form: 

core domain-independent axioms  of the EC incorporate the 
common  sense law of inertia, according to which fluents per- 
sist  over  time,  unless  they  are  affected  by an  event.  Infor- 
mally,  according to the EC axioms  fluent F has the value V 

initiatedAt(depressed(P erson) = true, T ) ← 
holdsAt(reduced  response(P erson) = true, T ). (5) 

at time T  if F  = V  has  been  initiated by an event at some 
earlier  time-point,  and  not terminated by another  event  in 
the meantime — law of inertia. The  core axioms  of the EC 
are presented below: 

	
  
	
  
	
  
	
  

holdsAt(F  = V,  T ) ← 

which  states that knowledge  of the  fact  that the fluent 
reduced  response(P erson) has the value true  at some time 
point  T ,  initiates  a  period   of  time  for  which  the  fluent 
depressed(P erson) has the value  true. On the other  hand, 
reduced response to external stimuli is in itself an HLE which 
may  be defined  by the  following formalization of an expert- 
provided knowledge: 
	
  
	
  
2 Such expert-provided rules are often called domain-specific 

initially(F  = V ), 
not  broken(F  = V,  0,  T ) 

(1) axioms,  in contrast to the  domain-independent axioms  pre- 
sented  in the previous  section. 



Evidence Value Weight 
gait slow or low-stride average 

step  count decrease true average 
lights  on/off long  time/all the  time high 

tv  on/off long  time/all the  time high 
total time  outdoors low high 

reduced response to stimuli true high 
socially  inactive true high 

crying true high 
yell/shout true high 
tired pose true high 

	
  

← 

← 

	
  

	
  
initiatedAt(reduced  response(P erson) = true, T ) ← 

holdsAt(room  change(P erson) = low  f requency, T ). 
(6) 

Table  1: Depressed mood definitions in USEFIL 

initiatedAt(reduced  response(P erson) = true, T ) ← 
holdsAt(reaction  phone  calls(P erson) = slow, T ). 

	
  
initiatedAt(reduced  response(P erson) = true, T ) ← 

	
  
	
  
	
  
(7) 

holdsAt(unanswered phone  calls(P erson) = high, T ). 
(8) 

initiatedAt(reduced  response(P erson) = true, T ) ← 
holdsAt(reaction  time door  rings(P erson) = slow, T ). 

(9) 
	
  

Thus,  reduced response to external stimuli is an MLE, which 
leads to the recognition of higher  level events, like depressed 
mood,  but at the same  time  may  itself  be  recognized   by 
other MLEs,  in particular, the body  conditions in rules (6)- 
(9), each of which is a different MLE.  In turn, each of these 
MLEs in the body of rules (6)-(9)  may be directly defined by 
means  of LLEs  provided by the monitored resources  in the 
USEFIL  setting.  This  hierarchy of HLEs  which  ultimately 
depend  on  properly represented sensor  data (LLEs)  is the 
basis  of the data fusion functionality. 

	
  

2.3   Probabilistic Event Calculus 
Classical  Logic Programming does not support probabilis- 

tic  reasoning.   However  reasoning under   uncertainty  is  of 
utmost  importance in domains  where  one  seeks  to extract 
knowledge  from  data under  different  levels of certainty.   A 
first  case  for this  is the presence  of noise  in  the data, the 
most  common  scenario  in handling data from  real-life  sen- 
sors, particularly in cases like USEFIL’s,  where one depends 
on low-cost hardware. In such cases each piece of knowledge 
that is present in the incoming  data may be accompanied by 
a number, i.e, a probability that signifies a level of certainty 
to the  fact that this knowledge  is indeed  true. 

Another case in which  uncertainty  handling significantly 
improves  representation  and  reasoning are  those  where  we 
have  different degrees  of certainty in the  formalized  knowl- 
edge.  Consider for example  the knowledge  described in Ta- 
ble  1 concerning  evidence  that  supports the fact  that an 
elderly is depressed, as formulated by medical  experts in the 
USEFIL  project.  The first row for instance states that a slow 
or low-stride gait may  be an indication for depressed mood. 
The “average weight” that accompanies gait=slow/low-stride 
is a confidence value that signifies how certain we may be in 
that depressed  mood is the case,  provided that we observe 
gait=slow/low-stride. Thus,  evidence with higher weight than 
gait, such as lights on/off=long  time for instance, are stronger 
indications for depressed mood. 

These  “degrees  of correlation” between  LLEs  and  MLEs 
(in our case gait, or lights on/of ) and HLEs (depressed mood) 
may  not be expressed  and  reasoned upon  in the  EC,  where 
a period  of time  for  which  depressed  mood  holds  may  be 
equally initiated both by gait and lights on/of via EC domain- 
specific axioms  of the form3 : 

	
  
3 Note  that in  rules  (10)  and  (11)  gait  is written  in  event 
notation, i.e.  as a predicate gait(value, P erson) that is true 
at some time point, instead of writing  it in fluent notation of 
the form gait(P erson) = slow  for example.   This  is because 
gait is an LLE, that is, an event that occurs instantaneously 
and not a fluent whose value may persist for a certain period 
of time. 

	
  
	
  
	
  
	
  

initiatedAt(depressed(P erson) = true, T ) 
happensAt(gait(slow, P erson), T ).  (10) 

initiatedAt(depressed(P erson) = true, T ) 
happensAt(gait(low  stride, P erson), T ).  (11) 

	
  
	
  

To  address  such  issues  in  the USEFIL   we employ  a  re- 
cently  proposed [11] probabilistic version  of the EC,  based 
on the stochastic logic programming language  ProbLog [5], a 
probabilistic extension of Prolog.  ProbLog differs from Pro- 
log in that it allows  for probabilistic facts,  which  are  facts 
of the  form  pi   :: fi .  In  the  expression pi   :: fi , pi   is a real 
number in the range  [0, 1] and  fi is a Prolog  fact.   If fi is 
not ground, then  the probability  pi   is applied  to all possi- 
ble groundings of fi .  Classic  Prolog  facts are  silently given 
probability 1. 

Probabilistic facts  in a ProbLog program represent  ran- 
dom  variables.  Furthermore,  ProbLog makes  an  indepen- 
dence  assumption  on  these  variables.   This  means  that a 
rule which is defined as a conjunction of n of these proba- 
bilistic  facts has a probability equal to the product of the 
probabilities of these facts.  When  a predicate appears in the 
head of more than one rules then its probability is computed 
by calculating the probability of the implicit  disjunction cre- 
ated by  the multiple rules.   For  example, for a predicate  p 
with  two  rules  p ← l1   and  p ← l2 , l3 , the probability  P (p ) 
is computed as follows: 

P (p) = P ((p ← l1 ) ∨ (p ← l2 , l3 )) = 
= P (p ← l1 ) + P (p ← l2 , l3 ) - P ((p ← l1 ) ∧ (p ← l2 , l3 )) = 
= P (l1 ) + P (l2 ) × P (l3 ) - P (l1 ) × P (l2 ) × P (l3 ) 

	
  
In addition to probabilities attached to ground  facts, ProbLog 

allows  for  probabilities attached to rules  as  in  pi    ::  p  ← 
l1 , . . . , ln ,  pi  ∈ [0, 1].  In this  case,  the  attached probability 
expresses  the  confidence  that one has  to the corresponding 
rule. 

For  further details  on ProbLog representation  and  infer- 
ence mechanisms, including  negation handling, that is, rea- 
soning probabilistically in the absence  of knowledge and a 
caching  mechanism for efficient  reasoning described in [11] 
the reader  is referred  to [5, 11]. 
	
  
3. PROBABILISTIC INFERENCE IN USE- 

FIL 
In this  section  we describe  USEFIL knowledge  represen- 

tation in a probabilistic context and we present a concrete in- 
ference                  example                  to               demonstrate 
ProbLog’s   functionality.    The  following  ProbLog program 



← 

	
  

expresses  a portion of the expert-provided premises  and cor- 
responding confidence  values  that are involved  in the recog- 
nition  of the depressed mood HLE and participate in the 
scenario  that we discuss  in this section. 
	
  

0.45 :: initiatedAt(depressed(P erson) = true, T ) 
happensAt(gait(P erson, slow), T ).  (12) 

0.73 :: initiatedAt(depressed(P erson) = true, T ) ← 

Figure  1: PrboLog inference 

happensAt(missed calls(P erson, C alls, T ), 
C alls > 3. 

0.87 :: initiatedAt(depressed(P erson) = f alse,  T ) ← 

(13) 

happensAt(time outdoors(P erson, T imeOut), T ) (14) 
T imeOut > 4. 

	
  

Rule  (12) states that observing  a slow gait initiates a pe- 
riod  of time  for which  the  depressed  mood HLE  holds  with 
probability 0.45.  It is thus an indicator of depression of av- 
erage  weight.  Similarly, rule  (13)  states that if the number 
of missed  calls  exceed  a certain threshold, then we have  a 
strong  indication that depressed mood holds  for a period  of 
time,  as  shown  by  the attached probability.  Finally, rule 
(14)  states that  the total time  spent  outdoors may,  with 
high probability, initiate a period of time for which depressed 
mood is believed  false. 

Using  this simple  knowledge  base  it is possible  to reason 
upon a user’s psychological state in the USEFIL  setting. 
Suppose  for the shake of demonstration that USEFIL’s  data 
fusion component aggregates sensor data every three hours. 
Thus  time  stamps in the  incoming  data will represent infer- 
ence points, which collectively form an inference  cycle.  The 
period  of time that follows after  the i-th inference  point and 
precedes  i + 1 will be denoted by i+ . For  instance, if an in- 
ference cycle starts at 7 am the first inference  point denoted 
by 1 corresponds to 7 am and  i+ is the  period  of time up to 
10 am.  Based on the incoming  data, after  the reasoning pro- 
cess that takes place at the i-th inference  point some HLEs 
may  be  initiated (resp.    terminated), and  will continue to 
hold (resp.  not hold)  throughout i+ until proper  evidence  is 
provided at i + 1. 

Assume  that the following  probabilistic observations  ar- 
rive at the data fusion component during  the 1rst, 2nd and 
3rd and  inference  points of a day’s inference  cycle: 
	
  

0.68 :: happensAt(gait(user1, slow), 1) 

	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

This  increase  in the initiation probability is an interesting 
feature  of ProbLog.  In  the context  of event  recognition it 
may be interpreted by the fact that providing continuous in- 
dication that an HLE has occurred increases  its probability, 
since we are are more inclined  to believe that the HLE does 
actually hold. 

Finally, evidence  at the  third inference  point states, with 
probability 0.93,  that user1  has  spent  5 hours  out of the 
house.  This  fact will cause  rule  (14)  to significantly reduce 
the probability of depression:  Since the  incoming  data ter- 
minate the depressed mood HLE with probability 0.87, the 
probability of holdsAt(depressed(user1) =  true, 3+ ),  that 
is, the probability of believing  that user1  is depressed after 
the 3rd  inference  point  is 1 - 0.87  = 0.13.   The  resulting 
probability equals  to the product  of the prior  probability, 
0.726, times the probability that depressed  mood  is the case 
after  inference  point 3, thus  0.726 · 0.13 = 0.094. 

Probabilistic  inference   with  this   small  example   is  pre- 
sented  graphically in Figure  1. The  probability of depressed 
mood is initially  zero,  increases  in the first  and  second  in- 
ference  points,  (and  also  remains constant  between  them) 
and  finally  decreases  after  the third inference  point.   Note 
that just  as  probabilities increase   with  positive   evidence, 
they also decrease  with  continuous negative evidence.  That 

0.83 :: happensAt(missed calls(user1, 4), 2) 
0.93 :: happensAt(time outdoors(user1, 5), 3) 

(15) is, if more negative observations for depression mood are pre- 
sented  at subsequent inference points, the probability in Fig- 
ure 1 would eventually approach zero. 

The  observed   slow  gait  at the 1rst  inference  point  will 
fire rule (12) and holdsAt(depressed(user1) = true, 1+ ) will 
be  derived   from  the probabilistic EC  engine  with  proba- 
bility  0.45 · 0.68  = 0.306.   Three   hours  later, at the  2nd 
inference  point, user1  is reported to have  missed  4 phone 
calls  with  probability 0.83.    This  knowledge  will  fire  rule 
(13) from which there  will be subsequently derived that 
holdsAt(depressed(user1) =  true, 2+ )  with   an  increased 
probability: 

	
  

P (init) = P (init1 ∨ init2 ) = 
= P (init1 ) + P (init2 ) - P (init1 ∧ init2 ) 
= 0.306 + 0.83 · 0.73 - 0.306 · 0.83 · 0.73 = 0.726 

where P (init) in the above equation is the probability that 
depressed  mood is initiated  at the  2nd  inference  point,  and 

	
  
4. CURRENT STATUS AND FUTURE WORK 

USEFIL  is an ongoing project and real data for evaluating 
the proposed approach will be available shortly. However  in 
[11], this approach has been evaluated on large-scale  tempo- 
ral data from a video surveillance application, as defined  in 
the CAVIAR4 project.  Thus  in order to obtain a preliminary 
evaluation of the adopted approach we performed experi- 
ments  with CAVIAR data, at an in-home  USEFIL  machine, 
with promising results, given the fact that this machine  is a 
low-cost  computer with limited  resources  and  it is not ded- 
icated  to data fusion,  but it  is also  used  for various  other 
USEFIL-related tasks.   In  addition, much  higher  efficiency 
is expected to be achieved, since current work in progress 
involves  the extension of the  efficient  EC  dialect  for  real- 

P (init1 ) and p(init2 ) are the initiation probabilities derived    
from rules  (12) and  (13) respectively. 4 http://homepages.inf.ed.ac.uk/rbf/CAVIAR/ 



time Event Recognition, presented at [2], in order to support 
probabilistic  reasoning, towards  an  efficient  logical  formal- 
ism for reasoning under  uncertainty.  This  work-in-progress 
is expected to allow for real-time data fusion from large-scale 
sensor data, even with  the limited  resources  provided in the 
USEFIL  setting. 
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