stringent magnitude and delay characteristics, coefficient word-
lengths >15bits are rarely required.

Relative VLSI cost: The above designs were implemented in ES2 1
um standard cell CMOS technology using the Preview Place and
Route tools in Cadence DFWII, with a data wordlength 4 = 18
and p = 4 (2-port), p = 5 (3-port). Skew and deskew circuitry was
included.

The maximum sample rates of the /s and msb designs were
found to be 60MHz and 26.3MHz, respectively. The core area of
the Isb 3-port design was 2444 x 2078 um> The msbh 2-port design
had a core area of 3430 x 3716um?, 2.5 times the area of the Ish
design. The VLSI requirements for the 2-port design are as fol-
lows: adders 44%, delays 8%, partial product generators 19%, and
overflow circuitry 29%. The VLSI requirements for the 3-port
design are as follows: adders 66%, delays 26% and partial product
generators 8%.

Table 1: Relative VLSI cost

VLSI area/10*pm?
Design | Coef Data length
length [ g 12 16 24
R 4 209 293 386 568
msh 8 243 347 | 463 687

2port | 16 257 | 380 | 519 | 736
24 260 | 394 | 55 | 865
B 87 132 | 168 | 250
Isb 9 122 | 171 | 234 | 330
3-port [ 13 157 | 218 | 279 | 420
17 193 | 265 | 338 | 509
45 | 240 | 222 | 230 | 227
8 | 199 | 203 | 198 | 208
1213 | 164 | 174 | 186 | 187
1617 | 135 | 149 | 164 | 1.70

Ratio

The main reasons for the msb first design having up to 2.5 times
more area are therefore the more complex partial product genera-
tors and the overflow cells (optimised for area), which are required
because of the redundant arithmetic. Table 1 lists estimated cell
areas (excludes routing) for both designs for various values of d
and p.

Conclusions: It has been shown that the use of msb first arithmetic
for LTWDFs is unlikely to be worthwhile. The resulting architec-
tures require up to 2.5 times more VLSI area than Isb first designs,
while they have a lower sample-rate for most practical coefficient
wordlengths.
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Accelerated Hough transform using
rectangular image decomposition

B. Gatos, S.J. Perantonis and N. Papamarkos

Indexing terms: Hough transforms, Image processing, Pattern
recognition

A novel fast method for evaluating the Hough transform is
proposed, which can be used to accelerate detection of prevalent
linear formations in binary images. An image is decomposed
using rectangular blocks and the contribution of each whole block
to the Hough transform space is evaluated, rather than the
contribution of each image point. The resulting acceleration in the
calculation of the Hough transform field is demonstrated in two
image processing experiments related to object axis identification
and skew detection of digitised documents.

Introduction: The Hough transform [1] has emerged in recent dec-
ades as a powerful method for many image processing and pattern
recognition applications. A problem which has attracted much
attention in the literature is the development of fast variants of the
original Hough transform. To this end different techniques have
been proposed, including parallel implementation [2], hierarchical
schemes [3] and application dependent fast algorithms [4]. In this
Letter, we propose a novel method for evaluating the Hough
transform for binary images, based on the decomposition of the
images into rectangular blocks of foreground pixels. Fast evalua-
tion of the Hough transform field is achieved by analytically cal-
culating the contribution to cells in the Hough accumulator array
of a whole rectangular block rather than of each individual pixel.
The method is particularly effective in applications where preva-
lent linear features cannot be captured correctly using edge detec-
tion, so that the whole image should preferably be used.
Significant acceleration (up to 10 times) is achieved in a number of
applications using the proposed block Hough transform (BHT), as
compared with the usual point Hough transform (PHT) imple-
mentation.

- 9‘/ XTyn .-
~ql

o

(X2,Y2)
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Fig. 1 Evaluation of rectangular block contribution to Hough iransform
space

Algorithm: Given a binary image, we are interested in the detec-
tion of straight lines parametrised by r = xcos8 + ysin® (see Fig.
1). To this end we firstly form a decomposition of the image into
rectangular blocks of foreground pixels, as follows: starting from a
foreground pixel (i, j) of the image, we identify the rectangle 7,
that can be extracted if we move point (7, j) to the right until we
find a background pixel (i, j) and then we move segment (i, /)
= (ir-1, j) parallel to itself and downwards until we find a segment
(G, /i) — (i—1, j,) which has at least one background pixel. We then
calculate the area of the rectangle 7, that can be extracted if we
move point (7, j) downwards until we find a background pixel (7,
J») and move segment (i, j) — (i, j,-1) parallel to itself and to the
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right until we find segment (i, j) — (i, j,—1) which has at least one
background pixel. Of the two rectangles 7, and 7, we chose the
one which has the larger area as part of the image decomposition.
We remove all points of this rectangle from the original image and
repeat this process for the modified image iteratively, until no
foreground pixels remain.

Next we consider each of the rectangular blocks R of pixels and
evaluate the contribution of its points to each cell in the accumu-
lator array of the Hough transform space. Let the co-ordinates of
pixels in a rectangle R be defined by x € (k;, — 1/2, k, + 1/2), y €
(L, = 12, L, + 1/2). Clearly, (k, — k; + 1)(), — I, + 1) pixels lic in the
interior of R. Consider a cell in the accumulator array which cor-
responds to all straight lines determined by the parameters 6 and
-12 + r, < r < 12 + r,, with r, integer. Clearly, the number of
points P in R contributing to this cell can be approximated by the
area occupied by the intersection of the rectangle R and of the
strip in the xy plane restricted between the straight lines (r, — 1/2,
0) and (r, + 1/2, ) (small discrepancies are due to the discrete
image grid). The calculation of P can be carried out analytically as
follows: for a given 0 we first consider the area F(r,) of the region
defined by the intersection of R and the semi-plane r < r, whose
boundary is the line (r,, ) (see Fig. 1). Let X, Y, i = 1,..., 4 be the
co-ordinates of the four corners Q,, i = 1, ..., 4 of R in the order in
which they are encountered as the fanuly of parallel straight lines
(r,, ©) sweeps the plane moving towards increasing 7,. Moreover,
let ¢, = Xcos © + Ysin . Straightforward geometrical calculations
lead to the following formulas:

E(’f’o) =
0 if To < g1
— 2 .
7 (ggs—[oqslil 7 ifg1 <m0 <gq2

-_ 2 .
2<§§seqslin9| +(ro—q)L ifge <ro<gs

(2=01)* H(gs—95)"—(ga=r0)" +(gz—@)L ifgz<ro<q

[cos @'sin 6]

e (s a2 L it o > a1
W
for © # kn/2, k integer, and
0 ifrg <@
E(ro) =< (ro—a)L if g1 <o <gs (2)

(s — @)L ifro>gs

for © = kn/2, k integer.
L depends on whether Q, has the same x or y co-ordinate with

O
LAl f X, = X
L= cos 8 3
{ k2;:],0+1 1fY'2 — 1/1 ( )

Finally, P can be readily computed as
P=FE(ri+1/2)—E(r, —1/2) 4)

As a result of the above considerations, our algorithm proceeds
as follows:

(1) The image is decomposed into rectangular blocks.

(2) For all blocks and every angle 6
(i) the quantities ¢; are computed and sorted
(i) E(1/2 + r,) is computed using eqns. 1 — 3 for all integers r,
between [¢;] and [g,] + 1, where [g] denotes the integer part of g.
(iii) P is computed for all integers r, between [g,] and [g,] using eqn. 4.

Experimental results: To demonstrate the efficiency of BHT two
image processing applications are considered, namely the problem
of identifying elongated objects in the field of view of a camera
and the problem of estimating the skew of an image document
after digitisation. In all experiments the Hough field produced
using BHT is very similar to the one produced using PHT and the
time consumed is dramatically shorter when using BHT (error
caused by the discrete image grids amounts to <1% per cell value).
For both PHT and BHT, we use look-up tables for all function
calculations involving cos 6 and sin © in order to speed up all
processes.

Three chess pieces are placed within the field of a CCD camera
and a 512 x 512 pixel image of the field of view is produced (Fig.
2). Object axes correspond to the prevalent image lines, so the
problem of object axis estimation reduces to the problem of esti-
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Fig. 2 Object axis determination using Hough transform

Time needed is dramatically decreased when using BHT instead of
conventional PHT

mating peaks of the Hough field. Considering only edge pixels is
time saving but is not applicable to the task at hand, because part
of the required axes lies in the interior of individual objects. The
time consumed to construct the Hough field and locate the three
object axes is dramatically shorter when using BHT instead of
PHT (3 and 37s, respectively, on a PC 486DX/33MHz).

“When you push an icon, there's a little animation. Our
first encyclopedias just had [static] buttons.” In addition to
53,000 articles, you'll get 8000 pictures, 3-D animations,
and more than 50 vidcos.
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Fig. 3 Images of writing

a Part of a document image
b Final image after RLSA application
¢ Block decomposition of the final image

In OCR applications image skew correction is an important
preliminary step before proceeding to character segmentation and
recognition [5]. The Hough transform has been applied with suc-
cess to skew estimation [6], but its application introduces signifi-
cant time delay in the recognition process. We have corrected the
skew of several documents using combinations of different pre-
processing schemes and Hough transform implementations. We
have applied two preprocessing methods to the original document
image, namely edge detection and runlength smoothing algorithm
(RLSA), as shown in Fig. 3 [7]. Both PHT and BHT were then
applied to the resulting images in order to determine the skew. For
all combinations excellent results were obtained concerning the
accuracy of skew angle determination (maximum error = 0.1°).
Results concerning the time consumed by the different methods
are shown in Table 1. For all combinations BHT is faster than the
corresponding PHT implementation. The quickest result is
obtained using BHT in combination with RLSA.

Table 1: Using RLSA preprocessing and BHT is the quickest com-
bination for finding the skew angle of a digitised docu-

ment
Preprocessing tool Time, s
RLSA (smoothing) Edge detection PHT BHT
no no 111 50
no yes 63 —
yes no 206 17
yes yes 35 —
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Conclusions: A novel fast method was presented for applying the
Hough transform to binary images. The method is based on the
decomposition of the images into rectangular blocks of foreground
pixels. Its efficiency was demonstrated in two image processing
applications, where significant acceleration was achieved com-
pared to the classical point Hough transform implementation.
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Improved rate 1/4 convolutional codes

G. Wade, M. Tomlinson and P. Van Eetvelt

Indexing terms: Convolutional codes, Error correction codes, Error
detection codes

The performance of parallel architectures for generating rate 1/4
high constraint length convolutional codes is examined via
information weight distributions. It is found that these codes offer
a significant decoding advantage, while having a comparable bit
error rate (BER) performance to classical codes.

Introduction: Recursive systematic convolutional codes approach-
ing the Shannon limit have been discussed recently in the literature
[1]. These half rate systematic codes are generated from two
encoders working in parallel. In this Letter we examine the weight
distribution of linear non-systematic codes generated from two
half rate encoders working in parallel, corresponding to a rate 1/4
code in unpunctured form. Both recursive and non-recursive par-
allel encoder architectures are examined.

Since each code is linear we measure its distance properties by
calculating the distances of remerging paths to the all-zeros code
sequence. In general there will be many remerging paths of dis-
tance d from the all-zeros sequence. Denoting the total number of
information paths associated with paths of distance d by B,, this
process is usually described by a polynomial [2]

fDy=">" BuD? 1)
d=dfce
The weight distribution B, can then be used to compute an upper
bound on the bit error rate (BER) as [2],
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1 & E,
BER <3 d ; By erfc( md) (2)
—Cfree

Usually only the first few terms are required to evaluate the upper
bound.
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Fig. 1 Rate 1/4 recursive, parallel encoder-decoder system

Recursive parallel R=1/4 codes: The system in Fig. 1 applies feed-
back to two non-systematic rate one half encoders working in par-
allel. Since feedback cannot affect the dj,, of the corresponding
rate one half code, a sensible choice of polynomials is to let g,(D)
and g,(D) correspond to the optimal, classical R = 1/2 non-system-
atic code. A computer search then optimises gy(D), g{(D), g«(D)
and g¢(D) in terms of dj,, and weight distribution. In general, pol-
ynomials u(D) and g,(D) (g5(D)) are relatively prime and so w;(D)
(wy(D)) will be a semi-infinite sequence. An efficient computer
search is then to apply a sequence of the form wu(D) =
g5(D)gs(D)a(D), as indicated, where ¢(D) is of realistically small
order. Finite sequences w,(D) and w,(D) will then eventually clear
registers R, and R, and the required code distance d is then the
Hamming weight of the remerging path.

Some optimal code polynomials for the system in Fig. 1 are
given in Table 1 (the corresponding weight distributions have been
verified up to register length 7 using the transfer function
approach). In general there are other polynomial sets for a fixed
M which yield the same dj,,, although their weight distributions
yield an inferior BER.

Table 1: Weight distribution of optimal recursive parallel codes of
rate 1/4, constraint length K = 2M + 1

Register| fol:;efr d Feed bagk Mmlmum ) ) )
length, ;. 1.|polynomial| weight Total information weight
M polynomials (octal)
(octal)
o U5 | By it By Biees Bipeos
5 53|75 53 29 36 40 24 42 80
65 | 77 57
6 171|133 165 33 32 48 56 60 82
175|117 123
7 247 | 371 325 38 143 0 230 0 293
301 | 251 263
8 561 | 753 541 42 122 0 300 0 420
771 | 537 405
9 |1167|1545| 1401 46 186 0 202 0 562
1751|1553 1561
10 [2335/3661| 3001 50 194 0 398 0 736
3233|3537 3231

Decoding: The system in Fig. 1 can be modelled as a single register
encoder of constraint length K = 2M + 1. Thus, M = 6 yields a
code with an effective constraint length of 13 and d,,, = 33.
Rather than use a 2! state trellis decoder, the architecture in Fig.
1 permits the use of two relatively simple MAP decoders each
based on 6-stage registers, as indicated. Each decoder computes
the a posteriori probabilities of an information bit ; being 1 or 0,
and the results are simply combined to obtain an estimate of the
log-likelihood ratio for u;.
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