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Abstract. Multi-agent systems can be considered from a variety of per-
spectives. One such perspective arises from considering the architecture
of an agent itself. Another is that of an instantiated agent architecture
and its interaction with its peers in a MAS. A third perspective is that of
an external observer. These three perspectives cover a potentially over-
lapping but essentially distinct set of issues concerning MAS simulation
and modelling. In this paper, we consider each of these perspectives in
turn and demonstrate how a simulation framework can support a collec-
tive treatment of such concepts. We discuss the implications for agent
development and agent society design arising from the results and anal-
ysis of our simulation approach.

1 Introduction

Multi-agent systems (MAS) can be considered from a variety of perspectives.
One such perspective arises from considering the architecture of an agent itself
(e.g. [18]). This is relevant to agent designers and implementors, as it concerns
the internal operation of an agent. The basic architectural properties largely
determine how the agent will interact with its environment. Another perspective
to consider is that of an instantiated agent architecture and its interaction with
its peers in a MAS. This covers both communicative and socio-cognitive aspects
of agent interaction (e.g. [7,9,17]). In addition to being relevant to agent designers
and implementors, this can be used to model, analyse and explain the behaviour
of the agents in terms of social theories (e.g. [7, 9]). The introduction of socio-
cognitive elements to agent reasoning allows interactions to be characterised in
increasingly anthropomorphic terms. A third perspective is that of an external
observer (e.g. [1,2,27,29]). Under such circumstances, we adopt a bird’s eye view
of computational systems — we are not concerned with the internal architecture
of the participating agents. We can specify the legal and social aspects of these
systems, such as the normative positions and institutional powers of the agents,
without making any assumptions about mentalistic concepts like beliefs, desires
or intentions.

We aim to enable society designers and agent developers to view simulated
societies both at a micro (i.e. from an intensional perspective) and a macro (i.e.



from an extensional perspective) level (as is the case with [10] and [27])1. To
this end, we propose simulation tools which address concerns and requirements
identified at both (and intermediate) levels. We refer to these tools collectively
as our simulation framework.

Pitt et al. [16] describe an abstract producer/consumer (APC) scenario where
producers sell information to consumers. In this scenario the producers are ex-
plorer agents that map out the distribution of oil in their environment and con-
sumers are cartographer agents that initiate contract-net protocols [23] (CNP)
to acquire the maps from the explorers. We have used variants of the CNP in
Section 3 and Section 4 as vehicles for analysing trust, experience and repu-
tation from the socio-cognitive (micro) perspective; and power, permission and
obligation from the external (macro) perspective.

The rest of this paper is organised as follows. In Section 2, we present MAS
and agent simulation architectures. In Section 3, we describe an approach to
trust and reputation modelling in MAS. In Section 4, we consider executable
specifications of norm-governed computational societies in a manner independent
of agent internals. In Section 5, we relate our findings to agent development and
agent society design endeavours, concluding that they offer some preliminary
guidelines to agent implementors and society developers for scoping social MAS.

2 Agent and MAS Simulation Architectures

The basis of our MAS simulation architecture is a collection of agents whose
interaction is governed by a communications interface and an accompanying set
of protocols. The MAS is neutral with respect to the architecture of participat-
ing agents: no assumptions are made about internal operation and motivations
of an agent by its peers. Interaction between two agents takes place through
their communications interfaces, either creating or extending a communicative
context, or conversation.

2.1 Communications Interface

The communications interface consists of a higher and lower-level component
pair: the Agent Communication Language (ACL) and a socket-based module for
TCP/IP transmission of messages. The former defines (amongst other things)
the supported syntax of messages while the latter defines how messages are
exchanged. Following [17], we define an ACL in terms of three components: a
content language, which defines the syntax of messages, a set of protocols which
define patterns of interaction and a reply function which provides an external
semantics for the ACL. The content language is the set of performatives that
agents use in communication, while the protocols identify sequences of performa-
tives that constitute meta-level interaction (such as auction and query/response
1 We also note that these intensional and extensional perspectives are respectively

related to the subjective and objective approaches to multi-agent co-ordination di-
cussed in [19].



protocols). Given an input performative, protocol and current conversation state,
the reply function returns the set of ‘acceptable’ responses. These take the form
of performative-protocol pairs, which, depending on the options available, may
enable a responding agent to continue the conversation using the same protocol,
or to initiate an auxiliary conversation using a different protocol. The relation-
ship between content language, protocols and reply function is specified in a
separate (Prolog) module, making it straightforward to refine and enhance the
communicative behaviour of agents.

Pitt and Mamdani [17] justify the use of a protocol-based semantics to cover
the external aspects of agent interaction in MAS featuring agents with hetero-
geneous architectures and distinct reasoning and motivational traits. A similar
justification is used here, with the introduction of a socio-cognitive perspective
arguably serving to re-inforce the need for such an approach. The additional sub-
jective treatment of concepts including trust and reputation makes each agent
even more distinct and thus external characterisations of interactions become
increasingly relevant. In the following section, we describe an agent architec-
ture that can be parameterised with different reasoning and socio-cognitive be-
haviour, allowing us to represent heterogeneous MAS in our experiments while
retaining a compact simulation base.

2.2 Agent Architecture

In our proposed experimental configuration, a generic BDI-based [18] architec-
ture forms the computational base for each agent. We use the same architecture
for reasons of simplicity: the principle of heterogeneity outlined earlier has not
been abandoned. It would be equally possible to use agents with different archi-
tectures as long as they possess compatible interfaces (like in [11, 13]). Specific
behaviour is determined by parameterisation of the respective agent instances.
This approach can be used, for example, to pre-assign the roles of auctioneer and
bidders in a group of agents enacting an electronic auction. Figure 1 gives a dia-
grammatic overview of the agent architecture. The control module contains the
agent interface and interpreter, in addition to housing the protocols sub-module.
The agent interface facilitates and manages conversations (as mentioned previ-
ously), representations of which are to be found in the conversational component
of the agent’s mental state.

The interpreter serves as the animating core of the agent architecture, op-
erating in the form of a typical BDI cycle. It processes incoming messages at
the content level, consulting and updating mental state representation while ex-
ecuting communicative actions appropriate to the agent’s recent perception and
interpretation of events.

The mental state representation consists of several elements (see Figure 1).
The intentional state holds the agent’s belief and motivational state alongside the
agent’s current intentions. These are expressed as time-stamped Prolog terms
with assertion being the means of updating state content. Records of conver-
sations — again, represented through Prolog terms — are maintained in the
conversational state component. Each conversation is recorded as a four-tuple
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Fig. 1. Generic Agent Architecture for Experiments

denoting the correspondent (the other agent in the conversation), local and re-
mote conversation identifiers [17] and the current state of the conversation (from
a local perspective). A sub-set of the contained data reflects proceedings in cur-
rent, or active, conversations. The user interface provides a means for the ex-
perimenter to initialise the agent and to monitor and control its behaviour. The
architecture does not feature a fixed procedure for belief update at present, al-
though the way has been prepared for the introduction of such a mechanism. In
particular, with each Prolog term used to represent a belief there is an associ-
ated credence measure (in the range of 0–1) which reflects the level of certainty
the agent has in the content.

3 Socio-Cognitive Modelling

Our investigation of socially motivated behaviour is based on formal models
of anthropomorphic socio-cognitive relations. Accordingly, our socio-cognitive
model defines three component beliefs of each agent about its peers in the society:
trust, direct experience and reputation. This section defines the socio-cognitive
model and the software developed to facilitate experimentation with agent so-
cieties whose members are implemented with a (parameterised) version of the
model.

Our computational representation of trust is based on the formal model of
Castelfranchi and Falcone [7,9]. The essential conceptualisation is as follows: the
degree to which Agent A trusts Agent B about task τ in Ω (state of the world)
is a subjective probability; this is the basis of agent A’s decision to rely upon B
for τ . Our method incoporates this stance, defining trust as the resultant belief
of one agent about another, borne out of direct experience of that other party
and/or from the testimonies of peers (i.e. reputation).



We define direct experience as the belief one agent has about the trustworthi-
ness of another, based on first-hand interactions. Having ‘trusted’ another agent
to perform task τ and assessed the outcome, an agent will update its direct
experience beliefs concerning the delegated agent accordingly. The outcome of
delegating a task may be either successful or unsuccessful: this categorisation is
the basis of an experience update rule [25] that calculates the revised level of
trustworthiness to associate with the agent in question.

Our motivation in investigating reputation mechanisms by simulation is pro-
vided by Conte [8], who outlines the need for ‘decentralised mechanisms of en-
forcement of social order’ noting that ‘reputation plays a crucial role in dis-
tributed social control’. In an agent society, reputation is the collectively in-
formed opinion held by a group of agents about the performance of a peer agent
within a specific social context. By consulting its peers, an agent can discover
the individual reputation of an agent. However, the received testimonies may be
affected by existing relationships and attitudes (for example, agent C may be
willing to divulge reputation information to agent A but not to agent B). Thus,
reputation is also a subjective concept which we define as a belief held/derived by
one agent. The Subjective Reputation Evaluation Function (SREF) formulates
subjectively — that is, from the perspective of an agent A — the reputation of an
agent B, based on information from the peers of A and B. SREF may take sev-
eral forms; examples are a weighted sum or a fuzzy relation. In our current work,
we use the former approach; a summing function in which n assertions received
from peers regarding agent B are weighted by the agent’s trust (confidence) in
each peer to make accurate recommendations. This approach incorporates the
credibility of each assertion’s source (the credibility of a belief being dependent
upon the credibility of its sources, evidences and supports [7]).

We briefly address a proposed method of combining direct experience with
reputation to formulate the mental state of trust. Each belief has associated with
it a degree of confidence signifying an agent’s trust in the belief’s accuracy. This
confidence measure is essential to what trust will be based on, be it one or indeed
both of the beliefs, experience or reputation. An agent with strong confidence
in its experience beliefs and little confidence in the accuracy of its reputation
beliefs should rationally choose to calculate its degree of trust (DoT) primarily
from its experiences. An agent recently introduced to the system should have
little confidence in its own (in)experience and should thus base its trust solely
on reputation. The number of direct experiences is therefore significant in eval-
uating confidence in a belief about direct experience. It is similarly the case for
reputation, where the number of agreeing testimonies is a decisive factor. Expe-
rience and reputation thus become influences of trust, the weighting assigned to
them dependent upon an agent’s confidence in their respective accuracies.

3.1 The Trading Economy

We simulate our commerce society as trading agents executing a variant of the
CNP [23]. In this variant, the corresponding communicative acts for informing
of the successful completion of a task and making payment are sent without any



intermediate evaluation — that is, the cartographer (manager) does not know
how well (if at all) a task has been performed before it sends a payment in
response to a contracted explorer’s (bidder) task completed message. In effect,
we have a CNP concluding with a prisoner’s dilemma [3] (PD). Each agent’s
actions at any stage will be influenced by expectations about the actions of its
trading counterpart. The agents are able to execute the CNP repeatedly, forming
the basis for an iterated PD. This differs from the game theoretic studies in [3],
however, in that agents choose the peers with which they are willing to enter the
PD on a trust/cost trade-off basis. The reasoning behind which action to take
once a contract is established is similarly distinguished.

An explorer agent is able to vary bidding price from one CNP instance to
another. This could be used to increase the desirability of an agent’s bid, by
under-cutting the bids of other explorers held in higher esteem. Agents not be-
ing awarded contracts may lower their prices in an attempt to generate business.
Once a loyal trade relationship has been established, an explorer agent can grad-
ually increase its bidding price in order to increase profitability.

When a cartographer awards a contract to a specific explorer, a PD-style
dependence is obtained. The explorer is relying upon the cartographer to make
prompt payment; the cartographer is relying upon the explorer to provide the
required information. Our system however, does not guarantee that agent actions
will always have the intended effect. Agents may fail to complete a task for
reasons other than conscious deception. The inclusion of this fallibility factor is
to account for unpredictability and unreliability within MAS environments and
real-world applications.

3.2 Trust-based prediction

Here, we discuss the use of a trust mechanism as a predictor for future peer
behaviour. In this context, we interpret trust as a subjective probability that
a peer will take a certain action, the outcome of which will characterise the
corresponding interaction context. For each outcome, the agent will experience
profit or loss to a varying extent — we refer to this as the outcome’s pay-off.
Knowing the pay-offs of each outcome in advance and having an estimate of
their probabilities of occurrence (trust), the agent and calculate the expected
pay-off of each of its options. How the agent determines trading partners and
what action to take (co-operate or defect) once a contract is established depends
upon its character type and the expected pay-offs of each possible action. We
currently simulate three basic character types. Co-operators only choose co-
operation strategies; if the expected outcome for co-operation is not greater than
zero, a co-operator will not enter into a contract. Defectors will pursue a policy of
co-operation or defection purely based upon maximising the expected pay-off of
an interaction. Reciprocators have probabilistic intentions; the probability that
they will co-operate (their trustworthiness) is matched to their evaluation of a
trading partner’s behaviour (DoT in the peer). As a result, their trustworthiness
displayed towards competent co-operators is high, whereas they are likely to
defect against defectors and incompetent agents in general.



3.3 Agent Configuration and Monitoring

The Multiple Agent Launcher (MAL) is a software tool that allows experimenters
to create and launch an arbitrary number of agents with distinct configuration
parameters. Agents may be launched individually or in groups. The configuration
parameters are expressed as arguments to the agent architecture presented in
Section 2 and range from low-level (e.g. agent cycle delay time) to high-level (e.g.
file-name of Prolog source for run-time behaviour). The motivation behind the
MAL is to provide the user with a single interface from which to configure and
monitor agent experiments, as well as to visualise real-time agent interactions.
It is important to note that the agents thus launched remain semi-autonomous
processes; the MAL is not a centralised control mechanism, but behaves as a
convenient abstraction of one. The MAL supports configuration of agents with
heterogeneous socio-cognitive characteristics and behavioural traits, by allowing
the experimenter to adjust the parameters of the trust and reputation update
functions (for example). The output of these functions is logged at various in-
tervals during a simulation run and can also be graphed in real-time.

3.4 Simulation and Results

We now discuss an example simulation for trust update based on direct experi-
ence. The experiment consists of twelve agents, split evenly between managers
and bidders. All of the agents are of reciprocator interaction type, differing only
in their ability to complete the tasks relied upon by their respective contract
partners. This ability is manifested through a probability parameter which de-
termines the rate of successful task completion per agent. In this experiment,
three ability levels were specified: 95%, 75% and 50%. Two cartographers and
two explorers were all assigned the same probability parameter for each of the
three levels, resulting in a tripartite ability configuration. When an agent fails
to successfully perform its part of the contract, its partner perceives this and
consequently reacts as if it were a conscious act of defection. In the graphs of
Figure 2 and Figure 3, each line reflects the mean data values belonging to a
pair of equally skilled agents of the same type. The mean data readings for two
explorer agents whose degree of ability is 95%, for example, is labelled ‘Explorers
(95%)’. Time-points occur at ten second intervals; the current trust beliefs and
monetary worth of the agents are logged at each point.
Figure 2 plots the level of trust directed towards different members, over the time
of the simulation. The featured DoT is simply the mean of the opinions of all the
members in the society who know the agent in question. Agents are configured
to initially blindly trust their peers (DoT = 1.0). As the simulation progresses
their opinions change dramatically — in particular, there is a drop in communal
trust for the capable agents. This is because the incompetent agents do not trust
the competent agents, while the capable agents reciprocate for the incompetents’
failures by defecting against them. The competent agents have a very strong trust
relationship among themselves but a very poor one with others — the average is
therefore lowered. Our next graph (Figure 3) shows the performance measure,
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the amount of assets accrued or lost. From this it can be seen that a society of
reciprocators is a meritorious one. The highly capable agents (95%) are able to
succeed; agents of intermediate skill (75%) break roughly even while the least
skilled agents (50%) are punished.
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Although our presented experiments have not covered reputation, we intend
to address this in future work, as we believe it is an important aspect of agent
interaction. In particular, we note how reputation is related to the notion of
scalability: in a system with a large number of agents, the likelihood of any
individual agent having interacted with a specific peer is less. This leads to
an overall reduction in the amount of direct experience available to an agent
during its decision-making. We are investigating when and how agents (in their
capacity as third parties for reputation information transmission) can effectively
propagate information [8] under such circumstances. It is expected that the
results of further experiments will establish what parameters and socio-cognitive



characteristics lead to ‘stable’ trust relationships; ones that are resistant to minor
aberrations in agent behaviour due to circumstances beyond their control.

4 Executing the Specifications of Computational Societies

Artikis et al. [1] present a theoretical framework for providing executable spec-
ifications of particular kinds of multi-agent systems, called open computational
societies. Open computational societies (as defined in [1]) have the following char-
acteristics: first, the internal architecture of the agents is not publicly known,
i.e. there is no direct access to an agent’s mental state. Second, the members
of the society do not necessarily share a notion of global utility. Members may
fail to, or choose not to, conform to specifications in order to achieve their indi-
vidual goals. In addition to these properties, in open societies ‘the behaviour of
the members and their interactions cannot be predicted in advance’ [14]. In this
framework the computational systems are viewed from an external perspective,
that is to say, the internal architecture of the agents is not considered. Three
key components of computational systems are specified, namely the social con-
straints, social roles and social states. The specification of these concepts is based
on and motivated by the formal study of legal and social systems (a theory of
institutionalised power [15] and a theory of normative positions [21]) and tra-
ditional distributed computing techniques (state transition systems). The social
constraints and roles have been specified with two different formalisms from AI:
the Event Calculus [22] (see [1]) and the C+ language [12] (see [2]). Next, we
briefly discuss the way social constraints are specified in [1, 2]. Then we present
a computational framework that executes the specifications (i.e. the social con-
straints) of the agent societies during their execution.

4.1 Social Constraints

Artikis et al. [1, 2] follow Jones and Sergot [15] and maintain the standard,
in the study of social and legal systems, long established distinction between
permission, physical capability and institutionalised power. The social constraints
specify:

– What kind of actions ‘count as’ [15] valid (‘effective’) actions. Distinguishing
between valid and invalid actions enables the separation of meaningful from
meaningless activities.

– What kind of actions (valid, invalid) are permitted. Determining the per-
mitted, prohibited, obligatory actions enables the classification of the agent
behaviour as ‘legal’ or ‘illegal’, ‘social’ or ‘anti-social’, etc.

– What are the sanctions and enforcement policies that deal with ‘illegal’,
‘anti-social’ behaviour.

Valid actions are specified as follows: An action ‘counts as’ a valid action at a
point in time if and only if the agent that performed that action had the institu-
tionalised power [15] to perform it at that point in time. Differentiating between



valid (‘meaningful’) and invalid (‘meaningless’) actions is of great importance in
the analysis of agent systems. For example, in an auction, the auctioneer has to
determine which bids are valid and therefore, which bids are eligible for winning
the auction.
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4.2 The Society Visualiser

In this section we describe a software platform called Society Visualiser (SV),
that builds upon the theoretical framework for the specification of open sys-
tems [1] and that compiles (produces) and updates the global state of an agent
society. The global state includes information like the institutional powers, per-
missions, obligations, sanctions and social roles of the members. Figure 4 de-
scribes the architecture of the SV in terms of inputs/outputs. In order to pro-
duce the global state of the societies, the SV has two inputs: a narrative and the
social constraints2. The narrative is a description of the externally observable
events that take place in a computational society. For example, t : action1 states
that action1 took place at time point t (Figure 4). The narrative is produced
in the following manner: When a member of the society sends a message to a
peer, he also sends that message to an observer agent for monitoring purposes3.
These messages are called report messages and are necessary for the compilation
of the social states. The report messages (and all other monitored events) con-
sist of the narrative. In other words, the SV observes (without intervening) the
interactions of the members of the computational societies in order to produce
the social states of the societies. The social constraints specify the valid actions,
institutional powers, permissions and so on. of the members of the society. Con-
sider the following constraint (expressed in a generic notation):

i : pow(Agent,Act)⇒ i : permitted(Agent,Act)

2 The social constraints and the narrative are expressed in terms of either the Event
Calculus or the C+ language. However, in order to simplify our analysis, we illustrate
the social constraints and narrative in Figure 4 with the use of a generic notation.

3 The observer agents monitors the execution of the members for the benefit of the
Society Visualiser.



The above constraint states that if at time point i an agent is ‘empowered’ [15]
to perform an action (represented by pow(Agent ,Act)) then this agent is also
‘permitted’ to perform the same action (represented by permitted(Agent ,Act)).
The remaining constraints are specified in a similar fashion.

As mentioned earlier, the output of the SV is the global state of the society at
a point in time. In other words, given the narrative of time point t (say), the SV
will produce the states of affairs that hold at time t + 1 . Global states are stored
in a database and are displayed in a graphical interface for the benefit of the
society designer. This graphical display the represents the following information
about each agent: (i) institutional powers, (ii) permissions, (iii) obligations, (iv)
sanctions and (v) valid actions. Figure 5 demonstrates the GUI of the SV during
the simulations of a variation of the CNP (see [1] for more details). Global states
are produced for the benefit of the members of the societies as well. Agents can
send query messages to the SV in order to find out the social state of the group or
of their peers. Apart from producing the global state of each time point, the SV
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includes a number of additional capabilities. One of these capabilities is planning.
Given an initial state and a goal state (and the set of social constraints), the
SV can determine if there exists a sequence of actions that will lead from the
initial to the goal state. Due to the high complexity of such tasks, computation of
planning queries can be mainly performed in an off-line phase, that is before the
commencement of the interactions of the agent societies. Such a functionality
enables the society designer to prove various properties of the agent systems
and, therefore, evaluate the design of the social constraints. For example, having
specified the constraints of an auction protocol, the designer can determine with
the use of planning queries if it is possible to reach a state where two different
agents have won the auction. Currently, this functionality is only provided if the
social constraints are expressed by means of the C+ language4.
4 In this case the SV is an extended version of the Causal Calculator software tool

(see [2]).



5 Concluding Remarks

We presented a simulation framework that addresses the internal architecture of
the agents in addition to accounts of the trust relationships of the agents and of
the institutional and social aspects of agent systems. We intentionally did not
address/fully investigate issues like low-level details of the simulation framework,
experimentation, scalability and other criteria discussed in the community for
the experimental study of MAS (see for example [11]). Our aim is to stress the
need for the representation of conceptually different perspectives in the modelling
and simulation of computational societies. The issues that were not addressed
in this paper will be investigated in future work5.

Several simulation platforms have similar objectives to the framework pre-
sented in this paper (e.g. Mace3j [11], MadKit, [13], FishMarket [20] and My-
World [26]). These platforms do not formally address all the issues raised in
this paper. For example, in Fishmarket there is a lack of formalisation of con-
cepts such as rights and obligations as well as a lack of an explicit representation
of them during simulations. The MadKit platform is based on the organisation
metaphor AGR (agent/group/role) developed in the context of the Aalaadin
project and integrates heterogeneous agent systems. As pointed out in [29], the
AGR model views organisations simply as collections of roles and does not in-
corporate the necessary notion of organisational rules (i.e. social constraints).

There exist several approaches that modify the traditional BDI cycle in order
to increase the ‘social awareness’ of agents (e.g. [6]). Here, we have selected trust
as the crucial modifier. The results of our experiments (reported in Section 3)
support the notion of trust as an important and beneficial input to agent-based
reasoning in MAS. We believe that a similar view can be taken of the normative
and institutional concepts discussed in Section 4. We have not fully integrated
the trust and deontic concepts of our framework at this stage, but one of our ob-
jectives is to make the information compiled by the Society Visualizer available
to all agents, either through communication (via query messages) or via the ad-
dition of a module equivalent to the Society Visualiser to each agent. Reasoning
about the institutional and social properties of the agents (as produced by the
Society Visualiser) is also a crucial part of trust relationships. Members of a so-
ciety, governed by a set of rules, must consider when deciding to delegate a task
to a peer what are its associated institutional powers, permissions, obligations,
sanctions and social roles. For example, it would not be ‘rational’ to delegate a
task to an agent if that agent does not have the institutional power or is for-
bidden to perform that task. Future work includes modifying the process of the
trust update mechanism by considering attributes such as powers (institutional
and physical), permissions, obligations and roles of the peers.

In conclusion, we believe the combination of architectural, socio-cognitive
and external observational perspectives presented in this paper affords a com-
prehensive approach to modelling MAS. A key aspect of future work will be to

5 Limited space is another reason why we do not fully investigate these issues here.
However, details on experimental results can be found in [1, 2].



refine this combination into a socio-technical substrate defining and supporting
the activities of agents within MAS as well. We believe that building a socio-
technical layer of computation, complementary to (and exploiting functionality
of) a lower level of security, is technically feasible, and indeed offers a more
tractable solution to certain security problems in e-commerce [5, 24] and digital
rights management [4] than, say, ever more sophisticated encryption algorithms
or encoding technology. For example, advocates of the Extensible rights Mark-up
Language (XrML) position XrML as the foundation of trusted system develop-
ment [28]: a higher-level approach is to use trust as the foundation of trusted
system development. We plan to fully validate the presented concepts and argu-
ments through continued design, simulation and analysis.
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