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Abstract—The ICDAR 2017 Competition on Historical Document Writer Identification is dedicated to record the most recent advances made in the field of writer identification. The goal of the writer identification task is the retrieval of pages, which have been written by the same author. The test dataset used in this competition consists of 3600 handwritten pages originating from 13th to 20th century. It contains manuscripts from 720 different writers where each writer contributed five pages. This paper describes the dataset, as well as the details of the competition. Five different institutions submitted six methods which were ranked using identification and retrieval metrics. The paper describes the competition details including the dataset, the evaluation measures used as well as a short description of each submitted method.

I. INTRODUCTION

Writer identification refers to the problem of assigning the correct writer for a given query document image by comparing it with document images for which the writers are known. The similarity of the handwriting can be computed and a ranking based on this similarity can be generated. This ranking is used to retrieve all documents of the corresponding writer. Thus, people who are working in the humanities can use these algorithms to analyze their manuscripts to determine whether a specific author has written other documents or determine the writer of a specific document. In the past years, several scientific datasets have been released [1], [2], [3], [4]. These datasets have been used for the evaluation of several techniques [5], [6], [7] which reported very high and similar performance. Thus, existing datasets cannot help for efficiently comparing writer identification methods and there is a need for a more competitive dataset. In ICDAR 2017 Competition on Historical Document Writer Identification (Historical-WI), a real world test dataset consisting of 3600 pages of historical documents was created from the digital archive of the Universitätsbibliothek Basel1. Sample pages of the dataset can be seen in Figure 1. The dataset consists of color as well as of binary images. Existing competition datasets were generated in a restricted environment and as a result they have several characteristics such as uniform background and non-overlapping text lines. In contrast, the current dataset consists of historical documents which do not

1http://www.e-manuscripta.ch/ - accessed July 2017

Fig. 1. Three sample pages of the Historical-WI dataset. In the left column the color image with the respective binarized image in the right column.
have a uniform background, the text lines often overlap and words differ among pages.

This paper is organized as follows: First, in Section II, an overview of the dataset is given, including the page selection process from all pages of the digital archive of the Universitätssbibliothek Basel. Section III presents the participating methods while Section IV provides an analytical description of the evaluation protocol used. The results of the competition are presented in Section V and finally, conclusions are drawn in Section VI.

II. DATASET

The initial dataset is the current electronic library of the Universitätssbibliothek Basel. It consists of 140,000 images, which are released under Public Domain Mark. The images not only contain document images, but also drawings, music scores, photographs, blank pages, envelopes, small pieces of handwritten pages and technical drawings are also part of the dataset. See Figure 2 for some samples. The document images consist mainly of correspondences, but also some notes and books are included. The documents are written in different languages, most of the times German and French are used, but also Arabic handwriting occurs in the dataset.

The process of filtering out pages is mainly done automatically. The first step is the analysis of the METS files, which are provided with the images. We check if an author name is stored in the file. If not, we filter out these images. For authors whose year of birth/death is available, we require all dates and the name to match in order to guarantee that the scribe was actually the same person.

The next step to reduce the dataset is by filtering the images according to their text occurrence. For an estimation of the text region, several heuristics like the distribution of SIFT features are taken into account. This is done since according to Brink et al. [8] at least 100 characters are needed when using strong features. Figure 3 shows the heuristic to estimate the text occurrence based on SIFT features.

At the end of the selection process and based on the final number of images, the size of a test set and a training set has been defined. Table I shows the most important properties of the dataset. Finally, the test set consists of five document images per individual writer and three document images are available for training. Note that no writer of the training set has any page in the test set. 720 writers contributed to the test set, resulting in 3600 pages. For the training set 394 writers remained, which give a total of 1182 pages. All images have a quality of 300 dpi and are stored in jpeg format respectively png format for the binarized images. The dataset was made publicly available after the end of the competition2.

<table>
<thead>
<tr>
<th></th>
<th>Test set</th>
<th>Training set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of images</td>
<td>3600</td>
<td>1182</td>
</tr>
<tr>
<td>Writers</td>
<td>720</td>
<td>394</td>
</tr>
<tr>
<td>Pages per Writer</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>dpi</td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>

TABLE I

Most Important Properties of the Read Historical-WI Dataset.

Fig. 2. Sample document images of the unprocessed dataset which included photographs, envelopes, blank pages with bleed-through ink, illustrations, small pieces of written text, and technical drawings.

Fig. 3. Document image with the corresponding SIFT features. The SIFT features are binned with 50 column and row wise and the rows and columns below a certain threshold (1/3 of the maximal value) are skipped. Then the area of the remaining rows and columns is calculated, which is the estimated area for the writing zone.

2https://zenodo.org/record/854353
III. METHODS AND PARTICIPANTS

Five (5) research groups have participated with six (6) different methods for writer identification. In the following, brief descriptions of the respective submission are given. The order of appearance is alphabetical.

A. Barcelona: Computer Vision Centre (CVC), Universitat Autònoma de Barcelona (Anguelos Nicolaou and Dimosthenis Keratzis)

The method is based on [9], it is totally learning free and uses grayscale images as input. Sparse Radial Sampling Local Binary Patterns (SRS-LBP) histograms at radii up to 12 are extracted for the full images and pooled globally to form an embedding of 3072. The features are then normalized and projected to 200 dimensions with a PCA transform. The method can be reproduced from the webpage3.

B. Fribourg: DIVA, University of Fribourg, Switzerland (Vinaychandran Pondenkandath and Marcus Liwicki), and Mind-Garage, TU Kaiserslautern, Germany (Muhammed Zeshan Afzal)

The method uses a deep convolutional neural network (CNN), trained using the triplet margin loss metric [10] to transform a given input into a space where inputs belonging to the same class (writer) are close to each other. We use triplets which consist of the anchor, positive and negative samples. The anchor and positive samples belong to the same class, and the negatives belong to any of the other several different classes. The CNN used is a ResNet18 [11] model which is pre-trained on the ImageNet dataset for the ImageNet Large Scale Visual Recognition Challenge[12]. The individual samples for the triplet consist of cropped (256×256) sub-images from the input images. We use standard data augmentation methods during training. At testing time, we generate a vector for each input image by averaging the embeddings produced by multiple random crops on the same input. Finally, the pairwise cosine distance between all input images are computed and the images are ordered in decreasing similarity to a given query image.

C. Groningen: ALICE, University of Groningen, the Netherlands (Sheng He and Lambert Schomaker)

The CoHinge feature [13] is the joint distribution of the Hinge kernel on two different pixels of writing contours based on spatial joint feature distribution described in [14]. First, we extract ink contours from the binarized image. For each point on the contour, the hinge kernel with two angles (αi,βj) described in [15] is computed. In order to capture the spatial information, we compute the joint distribution of two hinge kernels with a fixed length on the ink contours as the CoHinge kernel: (αi,βj,αj,βi). All 4D CoHinge kernels from the ink contours are quantized into a 4D histogram as a feature vector.

D. Hamburg: Hamburg University, Centre for the Study of Manuscript Cultures, Germany (Hussein Mohamned, Volker Maergner, Thomas Konidaris, H. Siegfried Stiehl)

The method is based on Naive Bayes Nearest-Neighbour (NBNN) classifier and it takes into consideration the particularity of handwriting patterns by adding an orientation constraint to prevent the matching of irrelevant keypoints. SIFT algorithm is used to detect and describe keypoints in the images. No page layout analysis is applied and the binarised images are not used by the method. The method is inspired by [16] with some variations. The NBNN is used here instead of Local NBNN, and the normalization factor is not applied.

E. Tébessa I: Larbi Tebessi University, Department of Mathematics and Computer Science, Algeria (Abdeljalil Gattal and Chawki Djeddi)

In this method, the different configurations of oriented Basic Image Features (oBIFs) columns histograms [17], [18] extracted from binarized historical document samples are concatenated for generating a feature vector and the City block distance measures is used for classifying each historical document.

F. Tébessa II: Larbi Tebessi University, Department of Mathematics and Computer Science, Algeria (Abdeljalil Gattal and Chawki Djeddi)

Similar to the first method, the different configurations of oriented Basic Image Features (oBIFs) columns histograms [17], [18] extracted from smoothed binary historical document samples with low-pass filters are concatenated for generating a feature vector and the City block distance measures is used for classifying each historical document.

IV. PERFORMANCE EVALUATION

The mean-Average-Precision (mAP) is used for the evaluation of the Historical-WI competition since it is a very common and widely used measurement for a retrieval problem. Since for this competition the participants had to generate a ranking according to the similarity of the handwriting it can be seen as a retrieval problem. The most similar document is the identification task, and the other documents in the ranking are seen as a retrieval problem. The method is based on Naive Bayes Nearest-Neighbour (NBNN) classifier and it takes into consideration the particularity of handwriting patterns by adding an orientation constraint to prevent the matching of irrelevant keypoints. SIFT algorithm is used to detect and describe keypoints in the images. No page layout analysis is applied and the binarised images are not used by the method. The method is inspired by [16] with some variations. The NBNN is used here instead of Local NBNN, and the normalization factor is not applied.

\[ mAP = \frac{\sum_{q=1}^{Q} AveP(q)}{Q} \]  

(1)

where Q is the set of all documents and q the current query document image, and AveP the corresponding average precision. The average precision is the area under the precision-recall curve and also takes the position of the positive samples in the ranking into account. It is calculated as follows:

\[ AveP = \frac{\sum_{k=1}^{n} (P(k) \times rel(k))}{\text{number of relevant documents}} \]  

(2)

where P is the precision, rel(k) is an indicator function equaling 1 if the item at rank k is a relevant document, zero otherwise.
TABLE II
DetaIed evAluation of the parTicipating Methods. the Methods are sortEd alphabetIcally.

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1</th>
<th>Hard-2</th>
<th>Hard-3</th>
<th>Hard-4</th>
<th>Soft-5</th>
<th>Soft-10</th>
<th>p@2</th>
<th>p@3</th>
<th>p@4</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barcelona</td>
<td>67.0</td>
<td>45.1</td>
<td>27.4</td>
<td>12.6</td>
<td>76.9</td>
<td>80.1</td>
<td>58.5</td>
<td>50.6</td>
<td>43.2</td>
<td>45.9</td>
</tr>
<tr>
<td>Fribourg</td>
<td>47.8</td>
<td>24.7</td>
<td>12.6</td>
<td>5.5</td>
<td>62.1</td>
<td>68.3</td>
<td>39.3</td>
<td>33.2</td>
<td>28.5</td>
<td>30.7</td>
</tr>
<tr>
<td>Groningen</td>
<td>76.1</td>
<td>54.9</td>
<td>36.4</td>
<td>18.5</td>
<td>83.9</td>
<td>85.8</td>
<td>67.5</td>
<td>59.4</td>
<td>51.2</td>
<td>54.2</td>
</tr>
<tr>
<td>Hamburg</td>
<td>67.1</td>
<td>46.5</td>
<td>29.5</td>
<td>14.5</td>
<td>76.6</td>
<td>80.2</td>
<td>59.0</td>
<td>51.5</td>
<td>44.2</td>
<td>46.9</td>
</tr>
<tr>
<td>Tèbessa I</td>
<td>74.4</td>
<td>52.2</td>
<td>34.8</td>
<td>18.2</td>
<td>82.1</td>
<td>85.0</td>
<td>65.2</td>
<td>57.4</td>
<td>49.7</td>
<td>52.5</td>
</tr>
<tr>
<td>Tèbessa II</td>
<td>76.4</td>
<td>56.6</td>
<td>37.8</td>
<td>21.3</td>
<td>84.1</td>
<td>86.6</td>
<td>68.4</td>
<td>60.3</td>
<td>52.7</td>
<td>55.6</td>
</tr>
</tbody>
</table>

Fig. 4. Result of the Historical-WI. The ranking of the methods is according to the mAP score.

otherwise, and \( n \) is the number of all documents in the dataset. For the Historical-WI, \( n \) equals 3600 and the “number of relevant documents” is 5, since every writer has 5 documents in the test set (thus the \( rel(k) \) functions has only 5 times the result 1). The mAP is a good indicator for the quality of the ranking, but has the disadvantage that it is not intuitive. Thus, other evaluations metrics are also presented in this paper. The Top-1 precision is the percentage of the document images, where the author of the first page in the ranking equals the query image. Similar to the ICDAR 11 and 13 Competition on Writer Identification [1][2], we present also the hard and soft criteria. The hard criterion means that the first \( k \) pages in the ranking have to be from the same writer as the reference document. We present the hard criterion up to rank \( k = 4 \). For the soft criterion, at least one document image in the first \( k \) (\( k = 5 \) and \( k = 10 \)) documents in the ranking has to be written by the same writer. The precision at \( k \), which corresponds to the percentage of correct documents within the first \( k \) pages, is also given for the values 2, 3 and 4.

V. Results

For the submission of the results, the ScriptNet\(^{4}\) platform was used. The participants had to download the dataset and afterwards generate a ranking according to the similarity of the handwriting. The ranking file is then submitted via the platform where the evaluation is carried out and the participants retrieve the mAP and Top-1 precision. Results of the competitors were kept secret.

Figure 4 shows the result of the Historical-WI competition. The ranking is generated according to the mAP score. The second method of Tèbessa has the best mAP followed by Groningen and Tèbessa I. The numbers of the mAP can be seen in the detailed evaluation, which is presented in Table II. The difference between Tèbessa II and Groningen is only 1.4. Interestingly, the only system relying on deep learning presented by the team Fribourg performed worst with a mAP score of 30.7. The difficulty of training deep learning based features this dataset has also been observed in a parallel work [19]. The Top-1 precision is 76.4\% for Tèbessa, which is only 0.3\% better than the performance of Groningen. For the Hard-4 criterion the best performance is 21.3\%, which means that only for every fifth page the method was able to find all other four pages of the writer. The soft criterion reveals that for nearly 14\% of all reference pages no other document of the same writer is in the first ten documents of the ranking. Figure 5 shows on the left side three pages of the test set, where all methods failed to fulfill the Soft-10 criterion. The three images on the right are three different pages from the corresponding writer in the test set. It can be seen that for the first writer both pages originate from the same correspondence. In total there were 239 pages (6.6\%) where all methods failed to find a page of the same writer within the first 10 pages of the ranking. For 103 pages (2.9\%) all methods achieved to find all other four pages of the writer within the dataset. Figure 6 shows one of these pages and a page of the same writer.

VI. Conclusion

The ICDAR 2017 Competition on Historical Document Writer Identification (Historical-WI) is dedicated to the advances in the field of writer identification. The test dataset consists of 3600 document images of the Universitätsbibliothek Basel. They originate from the 13th to 20th century. The document images show mainly one page of correspondences, but also some pages of books and notes are included. The participants were evaluated by means of mAP, but also a detailed evaluation with the soft and hard criterion, percentage at rank \( k \), and the Top-1 precision are presented. The best performing method has been submitted by Abdeljalil Gattal and Chawki Djeddı from the Larbi Tebessi University, Department of Mathematics and Computer Science.
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Fig. 5. Six pages of the test set. For the three images on the left no image of the same writer has been found within the first 10 pages of the ranking (referring to all methods submitted). The images on the right are pages written by the same writer.
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