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Abstract. Document Image classification is a crucial step in the pro-
cessing pipeline for many purposes (e.g. indexing, OCR, keyword spot-
ting) and is being applied at early stages. At this point, textual informa-
tion about the document (OCR) is usually not available and additional
features are required in order to achieve higher recognition accuracy. On
the other hand, one may have reliable segmentation information (e.g. text
block, paragraph, line, word, symbol segmentation results), extracted
also at pre-processing stages. In this paper, visual features are fused with
segmentation analysis results in a novel integrated workflow and end-to-
end training can be easily applied. Significant improvements on popular
datasets (Tobacco-3482 and RVL-CDIP) are presented, when compared
to state-of-the-art methodologies which consider visual features.

Keywords: Document image classification · Document image
segmentation · Convolutional Neural Network · Deep Learning

1 Introduction

Digitization of Documents has already become a necessity in order to assist daily
tasks and transactions. Moreover and throughout the globe, historical documents
can be accessed on-line and information can be exploited by the community for
any purpose. To this end, several methodologies are being applied on scanned
document images in order to convert them to their digital twins. This leads to the
application of image processing techniques such as Optical Character Recogni-
tion (OCR), automatic indexing and keyword-spotting for searching documents
in huge databases.

Unfortunately, most of the techniques that have been mentioned do not
always apply successfully due to the vast diversity of document types. For exam-
ple, a historical handwritten document must be processed using a completely
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different workflow when compared to processing a scanned invoice. So, it is clear
that a prior processing step must be applied in order to: a) classify document
images to their corresponding type (class) and b) select a suitable system for
processing based on document class. Motivated by this observation, this paper
addresses the problem of document classification, based on the visual features
of document images.

Classic approaches [1–3] towards the document classification problem focus
on extracting image features for defining structural similarity of documents.
During the past ten years, the rise of Deep Learning has been proven suitable to
match the need of classifying huge document image databases [4] with high intra-
class and low inter-class variability by only using the document image as input
and leveraging the advantages of transferring knowledge from similar domains
[5,6]. Recent works [7–9] have shown that textual information can be combined
with image features in order to improve classification accuracy.

The proposed work focuses on the Document Image Classification problem by
combining a Convolutional Neural Network (CNN) architecture with multi-level
information provided by image segmentation techniques (text block, paragraph,
line, word, symbol segmentation results). Textual information is not considered
in the proposed work, under the assumption that document image classification
usually takes place in pre-processing stages where textual information (OCR) is
not available.

The contributions of this paper are as follows: a) A novel integrated archi-
tecture is described and end-to-end training can be applied by only using a
document image and one or more image masks that correspond to the seg-
mentation levels that are mentioned above. b) An experimental study is being
conducted in order to determine which segmentation levels should be used and
decide whether multi-level segmentation features contribute to the task at hand.
c) We present competitive results when compared to the state-of-the-art tech-
niques, evaluated on commonly-used datasets (Tobacco-3482 [3], RVL-CDIP [4]).
d) An additional proof-of-concept is presented for a new private dataset from
The Library of the Piraeus Bank Group Cultural Foundation (PIOP)1 used in
the CULDILE 2 project.

The rest of the paper is organized as follows. Section 2 presents related works,
Sect. 3 introduces the proposed architecture, Sect. 4 demonstrates experimental
results and Sect. 5 presents the conclusion of this work.

2 Related Work

Several methodologies that leverage the advantages of Deep Neural Networks
over document images have been proposed over the last decade for the document
image classification problem. In [10], a basic CNN architecture is proposed in
order to learn features from raw image pixels instead of relying on hand-crafted

1 https://www.piop.gr/en/vivliothiki.aspx.
2 http://culdile.bookscanner.gr.
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features. In [4], it was shown that a CNN can extract robust features from dif-
ferent parts of the image (header, footer left and right body) and by training
such different networks and using them in an ensemble scheme, significant clas-
sification or retrieval accuracy improvements are achieved. Moreover, reduction
of feature space by using Principal Component Analysis (PCA) is important,
while the performance is not affected significantly.

Further experiments for document image classification where presented
in [5,11,12], where many neural network architectures where compared (e.g.
AlexNet [13], VGG-16 [14], ResNet50 [15], GoogleNet [16]) under different sce-
narios (transfer learning [5], data augmentation [17]). The advantages of learn-
ing using some kind of spatial information from parts of the document (holistic,
header, footer, left and right body) and parallel VGG-16 based systems were
presented in [6]. Furthermore, inter-domain and intra-domain transfer learning
schemes are described and finally they present a comparison of possible meta-
classifier techniques on the stacked output of the parallel sub-systems.

In addition to the methodologies described above which try to learn and make
use of visual features of document images, there are recent techniques [7–9] that
fuse visual and textual information in parallel systems. In [7], two classifiers are
trained in parallel. The first is a classic visual-based CNN and the second takes
as input text embeddings, extracted using open-source Tesseract OCR Engine3

and FastText4. Similar approach is also presented in [8], where text embeddings
proposed in [18] are considered as a textual feature selection scheme. Fernando
et al. [9] proposed the use of EfficientNet models [19] as a lighter alternative to
classic CNN architectures for the visual feature extraction and combined it with
the well-known BERT model [20] as a textual transformer. Finally, Xu et al. [21]
proposed the LayoutLM model, where layout and image embeddings extracted
from Faster R-CNN [22] are integrated into the original BERT architecture and
work together for feature extraction.

3 Proposed Method

As mentioned in Sect. 1, this work does not focus on using textual information,
under the assumption that document image classification usually takes place
in pre-processing stages where textual information (OCR) is not available or
reliable. Instead of this, we try to embed segmentation features of multiple levels
(e.g. text block, paragraph, line, word, symbol segmentation results), which are
usually extracted during pre-processing stages (Fig. 1).

3.1 Integrated CNN Architecture

The proposed system relies on two kinds of input: At first, a classic CNN flow
is considered, using ResNet50 as a backbone architecture. We chose ResNet50,

3 https://github.com/tesseract-ocr/tesseract.
4 https://github.com/facebookresearch/fastText.
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Fig. 1. Overview of the proposed network. Document image and segmentation masks
are forwarded in parallel network streams using ResNet50 as backbone network. Each
segmentation stream is “deeper” than the previous one in order to be able to learn
higher level of information. Each output stream is added to the corresponding layer of
the backbone (left branch) and finally a Fully Connected layer yields class probabilities.
(Color figure online)

over other backbones (e.g. VGG-16, GoogleNet) for reasons such as: advantages
of residual connections [15], simplicity in architecture, number of weight parame-
ters. We do not conduct experiments using other CNN backbones and this is out
of the scope of this paper. In addition, our main goal is to demonstrate accuracy
improvements of our proposed system over similar state-of-the-art techniques
mainly based on ResNet50.
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The second kind of inputs to our system are document image binary masks
that represent segmentation information at various text levels, namely Mb :
block, Mp : paragraph, Ml : line, Mw : word, Ms : symbol. A pixel of each
mask has an “on” value if it is contained in a detected polygon of this level. So,
we consider binary masks that correspond to the detected polygons (x,y coordi-
nates) of multiple segmentation levels as inputs. As described in our experiments
(Sect. 4), not all segmentation masks are required in order to achieve accuracy
improvements in the classification task. Moreover, segmentation results may not
be 100% accurate and can be used exactly as extracted by any segmentation
tool. We claim (Sect. 4) that the proposed system is robust even when using
noisy segmentation results.

The overall architecture is provided in Fig. 1. The left branch is a ResNet50,
where all blocks are included (a convolution block followed be 4 stacked residual
building blocks which are repeated 3, 4, 6 and 3 times respectively). The left
branch is considered as the backbone of the proposed system. When forwarding
to the next type of a residual block (illustrated with different colors in the left
branch), output features are fused with those extracted from a segmentation
mask.

The other five branches take as input the segmentation masks. Each branch
is “deeper” compared to the previous one and is forwarded through an extra
stack of residual building blocks, following the scheme shown in Fig. 1. This
scheme is inspired by the fact that convolution layers applied at early stages
learn abstract layouts and shapes (such as spatial position of text blocks in
our case, which are considered the higher level of information), in contrast to
deeper layers which can handle more complex visual elements and details (like
positions of text lines, words and even symbols, the lowest level of information).
So, we handle higher levels of information with less layers and we increase the
depth of a branch considering the level of details in the input segmentation
mask. The proposed architecture was also verified after trying many alternative
schemes (e.g. forward high level segmentation masks through “deeper” network
branches) which yielded less accurate results.

3.2 Implementation Details

In general, our TensorFlow5 implementation of the proposed model follows [15].
We use “bottleneck” residual blocks for convolutions, followed by Batch Nor-
malization (BN) and ReLU activation layers. The main differences from [15]
are that, during training, we use input images of size 256× 256 as long as cyclic
learning rate [23] with Stochastic Gradient Descent (SGD), with values ranging
in [0.0001, 0.1]. Before the final Fully Connected (FC) layer, we apply Dropout
with skipping ratio of 0.5. Finally, our inputs are augmented using random crop-
ping (80% of the original size at most) and mirroring over y − axis. Weight
initialization comes from ImageNet weights [24].

5 https://www.tensorflow.org.

https://www.tensorflow.org
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Training can be easily applied over the integrated network. If information is
not available at a certain segmentation level (e.g. paragraphs), the corresponding
branch can be discarded. We used an NVIDIA GTX 1080 Ti 11 GB GPU with
batch size 16 at most cases.

For segmenting the documents, the Google Cloud Vision API6 is considered.

4 Experiments

4.1 Datasets

For our experiments, we use three datasets. The smallest one is Tobacco-3482
[3] which consists of ten document classes. As there is no official split in train-
val-test subsets, we average over five random splits, following the same logic as
in other state-of-the-art methods [4]. We use this dataset in order to evaluate
the performance of our proposed network and to investigate the contribution of
segmentation information for the document classification task.

Fig. 2. Example of the RVL-CDIP dataset, consisting of 16 document classes.

Secondly, we use the large-scale Ryerson Vision Lab Complex Document
Information Processing (RVL-CDIP) dataset [4]. It consists of 320, 000 training
images and a validation and test dataset with 40, 000 images each. This dataset
has 16 document classes (see Fig. 2) and is considered the most challenging
dataset for Document Image Classification.

Finally, we introduce a new dataset, obtained from The Library of the
Piraeus Bank Group Cultural Foundation (PIOP)7 and used in the CULDILE 8

project. We selected pages belonging to four classes (Mail, Contracts, Financial,

6 https://cloud.google.com/vision.
7 https://www.piop.gr/en/vivliothiki.aspx.
8 http://culdile.bookscanner.gr.
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Architecture Plans) and each class has about 9, 000 images. We split the dataset
randomly (60% train, 20% validation and 20% test). Exemplar images of this
dataset are given in Fig. 3.

Fig. 3. Exemplar images of the PIOP dataset, consisting of 4 document classes.

4.2 Experimental Results

As a first experiment, we investigate the contribution of using multi-level seg-
mentation features to the document classification problem. For this reason, we
use the Tobacco-3482 and train using different schemes. At scenario BaselineA,
we train a single ResNet50. At BaselineB , we train several classic ResNet50
models using only segmentation information (and not the original document
image), by stacking masks in a single image of depth n, where n is the number
of the stacked masks. We do this for every possible combination over the seg-
mentation masks. At BaselineC , we just concatenate the output probabilities
of already trained models of BaselineA and BaselineB for every combination
of the latter. Finally, at BaselineD, we train BaselineA and BaselineB models
(all combinations again) in a parallel scheme, where we concatenate the convo-
lution outputs for both models and we use an FC layer of 1024 neurons before
the output FC layer. This can be considered as a simple ensemble scheme.

The investigation mentioned above help us to decide which levels of seg-
mentation to keep in the proposed architecture. Table 1 demonstrates the best
results for each baseline scenario. The best combination uses the initial docu-
ment image, line, word and symbol segmentation masks. For completeness, we
summarize the results of previous works for the Tobacco-3482 dataset that use
visual features (we do not include methods that use textual features). As shown
in Table 1, our proposed method outperforms (80.64%) all ResNet50-based mod-
els (BaselineA and [5]), as long as other architectures that use AlexNet, VGG-16
or GoogleNet as backbones [4,5]. We note that we do not compare with methods
that use weight initialization from models trained on the much larger RVL-CDIP
dataset.
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Table 1. Accuracy of combinations over multi-level segmentation masks for document
image classification using F-Measure for Tobacco-3482 (%).

Method Image Block Line Word Symbol Accuracy (%)

BaselineA � 68.78

BaselineB � � � 75.40

BaselineC � � � � 79.86

BaselineD � � � � 78.63

Proposed method � � � � 80.64

Harley et al. -
Ensemble of regions
[4]

� 79.90

Afzal et al. - VGG-
16 [11]

� 77.60

Afzal et al. -
ResNet50 [5]

� 67.93

Audebert et al. -
MobileNetV2 [7]

� 84.50

Fernando et al. -
EfficientNet [9]

� 85.99

Furthermore, from all baseline experiments that were conducted, it was clear
that segmentation information contributes significantly to classification tasks
(almost an additional 11% in accuracy for BaselineC). In fact, even when
using only segmentation masks instead of the original document image, accu-
racy increases remarkably (BaselineB). We found out that Line and Word and
Symbol segmentation masks play the most important role in most combinations
and yielded better results (not included in Table 1, for convenience), in contrast
to Paragraph and Block masks that are of less importance. Finally, our proposed
method does not outperform methods that depend on more recent backbones
(MobileNetV2 [7] and EfficientNet [9]). We believe that applying our proposed
scheme in a future work, using such backbones, will improve accuracy even more,
when compared to [7] and [9].

Our second experiment concerns the evaluation of our proposed architecture
over the RVL-CDIP and PIOP datasets. Again, we do not consider textual meth-
ods in our comparison (Table 2). As in our first experiment, we use the best input
combination (document image, line, word and symbol segmentation masks) as
the proposed system. We observe that, concerning the RVL-CDIP dataset, the
proposed method outperforms all other techniques no matter the backbone archi-
tecture that is used (92.95%). Finally, the PIOP dataset is another proof that
our proposed scheme can improve accuracy results when applied on a ResNet50
backbone.
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Table 2. Accuracy of combinations over multi-level segmentation masks for document
image classification using F-Measure for RVL-CDIP and PIOP datasets (%).

Method Accuracy on
RVL-CDIP (%)

Accuracy on PIOP
(%)

Harley et al. - Ensemble of
regions [4]

89.80 –

Csurka et al. - GoogleNet [12] 90.70 –

Afzal et al. - ResNet50 [5] 90.40 –

Afzal et al. - VGG-16 [5] 90.97 –

Das et al. - Ensemble of
VGG-16 models [6]

92.21 –

Fernando et al. - EfficientNet [9] 92.31 –

BaselineA 90.55 84.28

Proposed method 92.95 86.31

5 Conclusion

In this paper we proposed a novel integrated architecture in which document
images and multi-level segmentation features can be fused for document clas-
sification. We showed in our experiments that segmentation is considered to
be useful for improving image-based classification methods, even when we use
noisy multi-level masks. This also introduces accuracy improvements for the
RVL-CDIP dataset, as presented in our experiments. Moreover, we conducted
an investigation on Tobacco-3482 in order to define which segmentation levels
can yield better results and found that more detailed segmentation (at line, word
and symbol) is of greater importance rather than segmentation of higher levels
(blocks, paragraphs).
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