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Abstract — Zoning features have been proved one of the most 
efficient statistical features which provide high speed and low 
complexity word matching. They are calculated by the density 
of pixels or pattern characteristics in several zones that the 
pattern frame is divided. In this paper, an adaptive zoning 
technique for efficient word spotting is introduced. The main 
idea is that the zoning features are extracted after cutting the 
query word in vertical zones, according to its length and pixel 
distribution along the horizontal axis, and adjusting these 
boundaries optimally with the corresponding zones in the 
candidate match-word using Dynamic Time Warping (DTW). 
This adjustment is performed by coupling every zone of the 
query word to the corresponding zone of each candidate 
match-word with the use of the corresponding warping matrix. 
This process absorbs the ambiguities between the query and 
the candidate match words and due to this fact it can be 
applied to both machine-printed and handwritten document 
images. The proposed word spotting technique is tested using 
the pixel density as a characteristic feature in every zone and 
an improvement is recorded compared to other state-of-the-art 
methods.
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I. INTRODUCTION 
Word spotting applications are mainly used to locate all 

the occurrences of a given word image in a set of document 
images. Measuring the distance between two word images is 
an important step for all ‘‘query by example’’ word spotting 
applications that involve a word segmentation stage.  

Existing approaches for segmentation-based word image 
matching incorporate statistical, structural and 
transformation-based features [1-4]. In [1], sets of 1-
dimensional structural features are created from the 
segmented word images which are then compared using 
Dynamic Time Warping (DTW). In [2], the distance 
between two word images is calculated using an image 
dissimilarity measure based on curvature estimation using 
integral invariants and a windowed Hausdorff distance.
Other descriptors used for word spotting are the SIFT key-
points combined with a Bag of Visual Words (BoVW). 
Rodrguez and Perronnin in [5] extract features from a 
sliding window, based on the first gradient while Llados et. 

al. in [6] compare the performance of a BoVW, a pseudo-
structural representation based on Loci Features and 
sequences of column features based on DTW. Finally, in [7] 
Zagoris et al. propose a similar set of profile-based features, 
encoded in a different way by Discrete Cosine 
Transformation, normalization by the first coefficients and 
quantization through the Gustafson-Kessel fuzzy algorithm.

Zoning features have been proved one of the most 
efficient statistical features which provide high speed and 
low complexity word matching. They are calculated by the 
density of pixels or pattern characteristics in several zones 
that the pattern frame is divided. In particular, standard 
zoning methods are defined according to a regular
grid superimposed on the image body [8]. Zoning features 
based on pixel density have been combined with word 
profiles in a hybrid scheme for handwritten word 
recognition [3] as well for word spotting in historical 
printed documents [4]. In [9], features based on distances 
and angles of the skeleton pixels in each zone are used. Both 
neural networks and fuzzy logic techniques are then used for 
recognition. The methodology presented in [10] is based on 
the direction of the contour of the character by computing 
histograms of chain codes in each zone. In [11], it is 
observed that when the contour curve is close to zone 
borders, small variations in the contour curve can lead to 
large variations in the extracted features. For this reason, 
zones with fuzzy borders are introduced. Features detected 
near the zone borders are given fuzzy membership values to 
two or four zones. In [12], the role of feature membership 
functions in Voronoi-based zoning methods is investigated. 
Zoning is considered in [13] as the result of an optimization 
problem and a genetic algorithm is used to find the optimal 
zoning that minimizes the value of the cost function 
associated to the classification. In [14], the idea of adaptive 
zoning is introduced and the features are extracted after 
adjusting to the position of every zone based on local 
pattern information. This adjustment is performed by 
moving every zone towards the pattern body maximizing 
the local pixel density around each zone.  

In this paper, an improved version of adapting zoning is 
proposed for word spotting. The novelty is mainly 
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introduced by the use of DTW for the adjustment of the 
horizontal boundaries of the zones of the two word images. 
According to the proposed approach, this adjustment is 
performed by coupling every zone of the query word to the 
corresponding zone of each candidate match-word with the 
corresponding warping matrix. This process absorbs the 
ambiguities between the query and the candidate 
handwritten word images.  

In Section II, the proposed adaptive zoning technique is 
described. Furthermore, the proposed word spotting method 
is tested in handwritten historical documents. As it is shown 
in Section III, a significant improvement is recorded when 
the zoning features are used in the proposed adaptive way. 
Conclusions and future work plans are given in Section IV.

II. THE PROPOSED ADAPTIVE ZONING TECHNIQUE

Binarization [15] and deslanting [16] are first applied in 
the query and candidate word images as pre-processing 
steps. In that way, the inclination of the handwriting is 
corrected, both words are normalized and this results in a 
more accurate matching between the query and the candidate 
word. Afterwards, points of interest are detected in the query 
word image in order to define its vertical zones. DTW is then 
used in order to couple these points of interest with the 
corresponding points of the candidate match-word. In that 
way, vertical zones are defined adaptively in respect with the 
query image swith the use of DTW. At a next step, the core-
region of the two word images is computed and the 
horizontal zones of the images are defined in respect to that. 
Finally, the word images are normalized and their features 
are extracted. In detail: 

A. DTW – Adjusting the Vertical Zones 
As a first step, the vertical zones of the binary query word 

must be defined. In order to find the number and the width of 
these zones, the number  of horizontal black to white 
transitions are calculated for each line of the image. For the 
binarized pattern image  of size 

 is calculated as follows: 

    (1) 

Then, the line  that contains the maximum number of 
black and white transitions is the guide that defines the 
boundaries of the vertical zones.  

     (2) 

All black to white transition , in line  of the query 
image, are denoted as points of interest  (see Figure 1).  

Figure 1. The  calculated for each  and the  points of interest of 
the  line. 

Afterwards, the vertical projection profile histogram of the 
query word image is calculated and its peaks (local 
maxima), , are detected by scanning the histogram. Then, 
the local minima of the histogram are detected between 
consequent peaks and noted as a valleys  which, along 
with , are also considered as points of interest as it is 
shown in Figure 2.  

Figure 2. The vertical projection profile histogram of the query word 
image is calculated and the local minima of the histogram are detected  
between consequent peaks and noted as a valley .

At a next step, we consider , and  horizontal 
coordinates and a post processing step takes place in order to 
discard points of interest that are located less than 3 pixels 
from their previous neighbor. The remaining points compose 
the boundaries  of the  corresponding zones of the 
query image. In Figure 3, the partitioning in  vertical 
zones of a query image is presented. 
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Figure 3. The 25 corresponding vertical zones of a query image. 

Then, a set of features (see [1]), where , of 
the query word image is calculated. The features include i) 
the vertical projection profile, ii) the upper profile, iii) the 
derivative of the vertical projection profile and iv) the 
derivative of the upper profile. A linear scaling is applied in 
order to normalize the calculated features in . Finally, 
these features are combined in a query characteristic feature 
vector sequence . The same procedure is followed in order 
to calculate the features  of the candidate word image and 
its characteristic feature vector sequence . Once both 
feature sequences  and  are calculated, the DTW 
algorithm is applied in order to compute the minimum cost 
and the corresponding alignment path.  

The key-role of the DTW algorithm is to measure the 
similarity between two sequences which may have variable 
lengths. After applying the DTW algorithm, the feature 
vectors are aligned along a common, warped time axis. The 
cost of the alignment is given by the sum of distances 

 of each aligned vector pair along the corresponding 
alignment path. The distance similarity measure 
employed is the squared Euclidean distance: 

    (3) 

The DTW cost and the corresponding warping matrix 
between a query word and a candidate word is defined as the 
minimum alignment cost which is calculated using the 
principles of dynamic programming [1]. This cost is 
normalized with respect to the length of the previously 
calculated warping path.  

Consequently, according to the estimated warping path, 
the coordinates of every vertical zone  belonging to 
the query word image are matched with the coordinates of 
the candidate word image  (see Fig.4).  

(a) (b) 
Figure 4. (a) The coordinates of the vertical zones of the query are 
matched with the corresponding coordinates of the candidate match word 
image. Their vertical vertical Histograms mapping in (b). 

The adjustment of the vertical zones between a query 
word and a candidate word, results in vertical zones of 
variable width. 

B. Size Normalization and Horizontal Zone Adjustment 
For the horizontal adjustment of the query and the 

candidate word images, a normalization step is applied 
resulting respectively in images  and 

of width  and height . The positioning of each word 
in its size-normalized image  is accomplished by 
placing the baseline areas of each word in the center of the 
matrix i.e. the upper word baseline at vertical offset
and the lower word baseline at vertical offset . In 
order to calculate the baseline the procedure in [16] is 
followed. A similar approach is also used in [14]. A word 
size-normalization example is presented in Figure 5 for the 
query and a candidate word. 

(a) (b) 
Figure 5. Word size normalization example: (a) orginal, (b) size-
normalized image. 

After normalizing the two words, the estimated 
coordinates of the vertical zones are also 
normalized to  with the use of the 
corresponding transformation matrix, respectively to the new 
width,  of the normalized images. 

For the definition of the horizontal zones, a
regular grid is superimposed on the normalized images. The 
coordinates of every horizontal zone are defined by the 
following equations: 

(4) 

(5) 

where and correspond respectively to the beginning 
and the end of the horizontal zones, is the height of the 
zones and . Concerning the coordinates of 

horizontal zones of the candidate word and it should 

be noted that they are equal to and since the 
normalization procedure results in images having the core 
region located in the same area. In Figure 6 the zones of the 
query and a candidate word for  are demonstrated.
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Figure 6. The zones of a query image for .

After the definition of both, horizontal and vertical zones 
a final  grid is defined which is superimposed on the 
query word as well as on the candidate word. Both query and 
candidate match grids are demonstrated in comparison in 
Figure 7. 

(a) (b) 
Figure 7. Comparison of the Query word and Candidate match word grids 
cut in (a) the proposed adaptive way and in (b) the classical way. 

C. Feature Extraction 
Features based on pixel density are calculated directly 

from the size-normalized images  and . The density,
of the (n,m) window of  is calculated as follows: 

(6) 

Respectively, the density, , of the (n,m) window of  is 
computed as follows: 

(7) 

The total number of features based on pixel density is 
 and all features range between 0 and 1. 

Additionally, due to the fact that the vertical zones of the 
query and candidate word images have variable width, the 
density of each window (n,m) will be weighted to their 
respective width. The following equation defines the final 
density: 

(8) 

(9) 

The distance , of the query and the candidate word 
image is defined as: 

(10) 

Finally, the distance  of the two words is multiplied 
by the distance  provided by the DTW algorithm, 
which is also an important similarity measure. In more 
detail, the final distance  of the proposed adaptive method 
is:

(11) 

III. EXPERIMENTAL RESULTS 

In this Section, we present the experimental results of 
the proposed adaptive zoning method in comparison with 
several state-of-the-art word matching algorithms. In order to 
test the proposed algorithm, two different historical 
handwritten corpuses were used. The first one was the 
Washington database [17] and the second one the 
manuscripts of Bentham [18] from tranScriptorium project 
[18]. The Washington dataset is written solely by a single 
writer, while the Bentham manuscripts are characterized by a 
more widespread ambiguity in the writing style. 

The evaluation metrics used to measure the 
performance of the proposed segmentation-based algorithm 
are the Precision at the k Top Retrieved Words ( ) and 
the Mean Average Precision ( ). Precision is the fraction 
of retrieved words that are relevant to the search, while in the 
case that precision should be determined for the  top 
retrieved words.  is defined as follows: 

  (12) 

In particular, in this evaluation, P@5 is used which is 
the precision at top 5 retrieved words. This metric defines 
how successfully the algorithms retrieves relevant results to 
the first 5 places of the ranking list.  

The second evaluation metric used is the Mean 
Average Precision (MAP) which is a typical measure for the 
performance of information retrieval systems. It is 
implemented from the Text Retrieval Conference (TREC) 
community by the National Institute of Standards and 
Technology (NIST). The above metric is defined as the 
average of the precision value obtained after each relevant 
word is retrieved and is given by the equations that follow: 

  (13) 
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where 
   (14) 

and

  (15) 

It should also be mentioned that the proposed method is 
a segmentation based method and the segmentation outcome 
influences the performance of the algorithm. Though the 
scope of the proposed word is not the segmentation of 
handwritten documents and as a result the word image 
segmentation information is taken from the ground truth of 
the corpuses. 

The total word image queries selected from the 20 
document pages of the Washington dataset were 1570 while 
1370 queries were selected from the 50 document images of 
the Bentham dataset. Both query sets contain words 
appearing in various frequencies and sizes. Some examples 
of the queries selected from the Washington and the 
Bentham dataset are presented in Figure 8 and Figure 9 
respectively. Both datasets were binarized while the only 
preprocessing method applied to the word images was the 
slant correction described in [16]. 

Figure 8. Samples of the query words selected from the Washington 
database. 

Figure 9. Samples of the query words selected from the Bentham 
manuscripts database. 

In the following Tables, the word spotting performance 
achieved by the proposed adaptive method is presented in 
comparison with the performance of (a) Mamantha et al. as 
described in [20] and (b) the Zagoris et al. described in [7]. 

he performance of the proposed technique in the 
Washington and the Bentham databases are presented in 
Tables I and II respectively.  

TABLE I. WASHINGTON DATABASE

Different 
Methodologies 

Evaluation Metrics 
 (%)  (%) 

Mamantha et al. [19] 43.6 44.0 

Zagoris et al. [7] 63.1 60.8 

Proposed Method 65.2 62.3 

TABLE II. BENTHAM MANUSCRIPTS DATABASE

Different 
Methodologies 

Evaluation Metrics 
 (%)  (%) 

Mamantha et al. [19] 48,9 54,4 

Zagoris et al. [7] 86,6 88,2 

Proposed Method 89,2 90,0 

As it can be derived from Tables I and II, the proposed 
method outperforms the state-of the-art algorithms. It 
achieved better results in both datasets of handwritten 
degraded historical documents. Moreover, it proved to be 
descriptive and yet flexible in handling the ambiguities 
among different instances due to handwriting style 
variations. 

In order to perform a test in an even larger dataset 
another experiment took place. The 50 document images of 
the Bentham manuscripts were extended in the total 433 
documents that are currently transcribed, 2 instances of 5 
different queries (10 queries in total) were selected and the 
same three algorithms were evaluated in the queries word 
spotting. The results of this experiment are shown in Table 
III. 

TABLE III. EXTENDED EXPERIMENT

Different 
Methodologies 

Evaluation Metrics 
 (%)  (%) 

Mamantha et al. [19] 21.3 9.9 

Zagoris et al. [14] 55.3 19.6 

Proposed Method 67.3 24.3 

The proposed algorithm proves to be way more 
efficient from [7] which is one of the latest descriptors for 
word images and has a  above  in a corpus of 
hundreds of pages.  

Another interesting finding is that due to the coupling 
of the DTW the proposed algorithm would be able to retrieve 
also words of the same root or different endings when the 
appropriate weights would be applied in the vertical zones 
that correspond to the endings of the query and the candidate 
words. If the windows of the right-most vertical zone 
contributed the least in the calculation of the distance 
between the query and the candidate word images, then 
“Letters,” could be retrieved from “Letter”. A visual, 
qualitative, estimation of this potential is demonstrated in 
Figure 10. 
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Figure 10. Qualitative estimation of potential use of the proposed 
algorithm to retrieve words of the same root. 

IV. CONCLUSIONS AND FUTURE WORK

In this paper, a novel and efficient adaptive zoning 
method was presented. The idea of adjusting the horizontal 
boundaries of the zones with the use of DTW was 
introduced and this was proved to result in significantly 
higher word retrieval performance. The proposed adaptive 
zoning method was tested in the difficult task of word 
spotting in historical degraded handwritten documents and 
achieved better results than the state-of-the-art. This 
demonstrates the fact that it is a descriptive method with the 
advantage of handling the ambiguities among different 
instances of the same word. In that way, it performs better 
than the classical zoning techniques that are unable to 
confront with handwritten word images since they don’t 
absorb adequately the ambiguities but also DTW which is 
flexible in the variations but doesn’t have the descriptive 
power of a zoning technique. As it is derived from Tables I 
and II it also outperforms the latest descriptors in the state-
of-the-art (Zagoris [7]). 

Concerning future work, it would be interesting to have a 
quantitative measurement on the success of this adaptive 
zoning method to retrieve words of the same conceptual root 
but in different gender or with different endings. For that 
purpose a different evaluation metric should be introduced.  
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