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In this paper, we present a new text line detection method for handwritten documents. The proposed
technique is based on a strategy that consists of three distinct steps. The first step includes image bina-
rization and enhancement, connected component extraction, partitioning of the connected component
domain into three spatial sub-domains and average character height estimation. In the second step, a
block-based Hough transform is used for the detection of potential text lines while a third step is used to
correct possible splitting, to detect text lines that the previous step did not reveal and, finally, to separate
vertically connected characters and assign them to text lines. The performance evaluation of the proposed
approach is based on a consistent and concrete evaluation methodology.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Text line detection is a critical stage towards handwritten docu-
ment recognition that refers to the segmentation of a document im-
age into distinct entities, namely text lines. The overall performance
of a handwritten character recognition system strongly relies on the
results of the text line detection process. In the case that text line de-
tection does not give good results, this will affect the accuracy of the
word segmentation as well as the text recognition procedure. Thus,
there is a need for an optimal text line detection stage. Although
in printed documents, text line detection is a rather straightforward
process, in the case of handwritten documents there exist several
challenges. Potential challenges encountered in this stage are the
variability in the skew angle between different text lines (see Fig. 1)
including the converse skew angles case in the same text line (see
Fig. 2), the variability in skew directions (see Fig. 3), the presence of
overlapping words (words of adjacent text lines that have overlap-
ping bounding boxes), the adjacent text lines touching and finally,
the presence of accents that may appear in certain languages (e.g.
French, Greek).

Although many researchers have worked towards solving the
handwritten text line detection problem they have not considered
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all the aforementioned challenges. For example, text line detection
methods that rely on the projection profile [1–3] cannot confront
with the problem of variable skew angles between different text lines
and along the same text line as well as with the efficient distinc-
tion of vertically connected characters. Also, in most cases, ascenders
and descenders from adjacent text lines are erroneously separated
due to the presence of overlapping words. In the Hough-based ap-
proaches [4–6] although the problem of variability in the skew an-
gle between different text lines can be solved, situations of different
skew angles along the same text line are difficult to handle. Also,
the separation of vertically connected characters is not considered in
these approaches. Similar problems arise to other methodologies as
well [7,9,16].

The proposed text line detection methodology for handwritten
documents strives towards dealing with all aforementioned chal-
lenges. In particular, we present a novel methodology that comprises
(i) an efficient block-based Hough transform in which voting occurs
on the basis of equally spaced blocks after splitting of the connected
components' bounding box; (ii) a partitioning of the connected com-
ponent domain into three spatial sub-domains which impose a dif-
ferent strategy to the processing of the corresponding connected
components, and (iii) the efficient separation of vertically connected
parts of text lines.

The remainder of the paper is organized as follows. In Section 2,
the related work is described. In Section 3, the proposed methodol-
ogy for text line detection is detailed. Section 4 deals with the eval-
uation and the experimental results, and finally, in Section 5 con-
cluding remarks are presented.
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Fig. 1. Example of an image wherein text lines have different skew angles along the page.

2. Related work

A wide variety of text line detection methods for handwritten
documents has been reported in the literature. There are four cate-
gories that these methods may belong to: (i) methods that use pro-
jection profiles; (ii) methods based on the Hough transform; (iii)
smearingmethods; and (iv) othermethods, which cannot be grouped
in a unique category since they do not share a common guideline.

Methods that make use of the projection profiles include Refs.
[1–3]. In Ref. [1], the projection profile is calculated by summing up
intensities from all pixels found at each scan line. The corresponding
profile is smoothed and the produced valleys are identified. These
valleys indicate the space between the lines of the text. A different
approach is considered in Ref. [2] where the initial image is parti-
tioned into vertical strips. At each vertical strip, the histogram of
horizontal runs is calculated. This technique assumes that text ap-
pearing in a single strip is almost parallel to each other. Srihari et
al. [3] partition the initial image into vertical strips called chunks.
The projection profile of every chunk is calculated. The first candi-
date lines are extracted among the first chunks. These lines traverse
around any obstructing handwritten connected component by asso-
ciating it to the text line above or below. This decision is made by
either (i) modeling the text lines as bivariate Gaussian densities and
evaluating the probability of the component for each Gaussian or (ii)
the probability obtained from a distance metric.

Methods that make use of the Hough transform include Refs.
[4–6]. The Hough transform is a powerful tool used in many areas
of document analysis that is able to locate skewed lines of text. By
starting from some points of the initial image themethod extracts the
lines that fit best to these points. The points considered in the voting

procedure of the Hough transform are usually either the gravity
centers [4,5] or minima points [6] of the connected components.

In more detail, Likforman [5] developed a method on a
hypothesis-validation scheme. Potential alignments are hypothe-
sized in the Hough domain and validated in the image domain.
The centroids of the connected components are the units for the
Hough transform. A set of aligned units in the image along a line
with parameters (�,�) is included in the corresponding cell (�,�) of
the Hough domain. Alignments including a lot of units, correspond
to high peaked cells of the Hough domain. To take into account
fluctuations of handwritten text lines, i.e., the fact that units within
a text line are not perfectly aligned, two hypotheses are considered
for each alignment and an alignment is formed from units of the
cell structure of a primary cell. A cell structure of a cell (�,�) includes
all the cells lying in a cluster centered around (�,�). Consider the
cell (�0,�0) having the greatest count of units. A second hypothesis
(�1,�1) is searched in the cell structure of (�0,�0). The alignment
chosen between these two hypotheses is the strongest one, i.e., the
one which includes the highest number of units in its cell structure.
Finally, a potential alignment is validated (or invalidated) using
contextual information, i.e., considering its internal and external
neighbors. An internal neighbor of a unit j is a within-Hough align-
ment neighbor. An external neighbor is a out of Hough alignment
neighbor which lies within a circle of radius �j from unit j. Distance
�j is the average distance of the internal neighbor distances from
unit j. To be validated, a potential alignment may contain fewer
external units than internal ones. This enables the rejection of
alignments which have no perceptual relevance.

The Hough transform can also be applied to fluctuating lines of
handwritten drafts such as in Ref. [6]. The Hough transform is first



3760 G. Louloudis et al. / Pattern Recognition 41 (2008) 3758 -- 3772

Fig. 2. Example of an image wherein text lines have converse skew angles.

applied to minima points (units) in a vertical strip on the left of the
image. The alignments in the Hough domain are searched starting
from a main direction, by grouping cells in an exhaustive search in
six directions. Then a moving window, associated with a clustering
scheme in the image domain, assigns the remaining units to align-
ments. The clustering scheme (natural learning algorithm) allows the
creation of new lines starting in the middle of the page.

Smearing methods include the fuzzy RLSA [7] and the adaptive
RLSA [8]. The fuzzy RLSA measure is calculated for every pixel on the
initial image and describes “how far one can see when standing at
a pixel along horizontal direction”. By applying this measure, a new

grayscale image is created which is binarized and the lines of text
are extracted from the new image. The adaptive RLSA [8] is an ex-
tension of the classical RLSA in the sense that additional smoothing
constraints are set in regard to the geometrical properties of neigh-
boring connected components. The replacement of background pix-
els with foreground pixels is performed when these constraints are
satisfied.

Other methodologies include the work of Nicolas et al. [9]. In this
work, the text line extraction problem is seen from an artificial in-
telligence perspective. The aim is to cluster the connected compo-
nents of the document into homogeneous sets that correspond to the
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Fig. 3. Example of an image wherein text lines have both different skew direction along the page and converse skew angles.

Fig. 4. An example of accents (in boxes) that are situated below the text line. All
other accents are closed in ellipses.

Fig. 5. An image portion that demonstrates adjacent touching text lines (in box).

text lines of the document. To solve this problem, a search over the
graph that is defined by the connected components as vertices and
the distances among them as edges is applied. A recent paper [10],
makes use of the Adaptive Local Connectivity Map. The input to the
method is a grayscale image. A new image is calculated by summing
the intensities of each pixel's neighbors in the horizontal direction.
Since the new image is also a grayscale image, a thresholding tech-
nique is applied and the connected components are grouped into
location maps by using a grouping method. In Ref. [11], the method

to segment text lines uses the count of foreground/background tran-
sitions in a binarized image to determine areas of the document
that are likely to be text lines. Also, a min-cut/max-flow graph cut
algorithm is used to split up text areas that appear to encompass
more than one line of text. A merging of text lines containing rela-
tively little text information to nearby text lines is then applied. Li
[12] describes a technique that models text line detection as an im-
age segmentation problem by enhancing text line structures using a
Gaussian window and adopting the level set method to evolve text
line boundaries. The method described in Ref. [13] is based on a no-
tion of perceptive vision: at a certain distance, text lines can be seen
as line segments. This method is based on the theory of Kalman fil-
tering to detect text lines on low resolution images. Weliwitage et
al. [14] describe a method that involves cut text minimization for
segmentation of text lines from handwritten English documents. In
doing so, an optimization technique is applied which varies the cut-
ting angle and start location to minimize the text pixels cut while
tracking between two text lines. In Ref. [15], a text line extraction
technique is presented for multi-skewed document of handwritten
English or Bengali text. It assumes that hypothetical water flows,
from both left and right sides of the image frame, face obstruction
from characters of text lines. The stripes of areas left unwetted on
the image frame are finally labeled for extraction of text lines. Fi-
nally, in Ref. [16], a text line segmentation method for printed or
handwritten historical Arabic is presented. Documents are first clas-
sified into two classes using a K-means scheme. These classes cor-
respond to document complexity (easy or not easy to segment). A
document which includes overlapping and touching characters is
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Fig. 6. Block diagram of the proposed method.

Fig. 7. (a) Original grayscale document image and (b) the resulting image after binarization.

divided into vertical strips. The extracted text blocks obtained by the
horizontal projection are classified into three categories: small, av-
erage and large text blocks. After segmenting the large text blocks,
the lines are obtained by matching adjacent blocks within two suc-
cessive strips using spatial relationship. The document without over-
lapping or touching characters is segmented by making abstraction

on the segmentation module of the large blocks. The authors claim
96% accuracy on a collection of 100 historical documents.

Although the abovementioned techniques have been proved effi-
cient for certain problems, there are more challenges found in a text
line detection process. For example, none of the above techniques
deals with the problem of accents. Although accents do not appear
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Fig. 8. The histogram of the connected components height. The maximum of histogram (in circle) corresponds to the average character height AH = 28.

Fig. 9. The area delimited by the two lines indicates the computed connected components average height AH.

Fig. 10. The connected component domain partitioned to three sub-domains denoted
as “Subset 1”, “Subset 2”, and “Subset 3”, respectively.

in English documents it is a common constituent in documents of
French or Greek language. Furthermore, most of these techniques do
not strive towards solving the problem of vertically connected char-
acters that results to text line merging (see Refs. [1,5,7]). In some
of the above techniques [1,8,9], an assumption is made that all text

lines have no skew angle or they have the same skew angle. Finally,
in the Hough transform-based approach of Ref. [5], only one point
from every connected component votes in the Hough domain. This
may cause a serious problem in cursive multi-accented documents
where one connected component can be a whole word. In this case,
a whole word and a small accent have the same contribution in the
Hough domain and this may lead to erroneous results. As will be
described in the following section, our approach aims to solve the
aforementioned challenges in an efficient way.

3. Methodology

The proposed methodology for text line detection in handwritten
document images deals with the following challenges: (i) each text
line that appears in the document may have an arbitrary skew angle
(Fig. 1) and converse skew angle along the text line (Figs. 2 and 3);
(ii) text lines may have different skew directions (Fig. 3); (iii) accents
may be cited either above or below the text line (Fig. 4), and (iv)
parts of neighboring text lines may be connected (Fig. 5).

To meet the aforementioned challenges, we propose a method-
ology which consists of three main steps (see Fig. 6). The first step
includes binarization and image enhancement, connected compo-
nent extraction, average character height estimation, and partition-
ing of the connected component domain into three distinct spatial
sub-domains. In the second step, a block-based Hough transform is
used for the detection of potential text lines while a third step is
used to correct possible splitting, to detect possible text lines which
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Fig. 11. Example connected components that are attributed to: (a) “Subset 1”, (b) “Subset 2”, and (c) “Subset 3”.

Fig. 12. Example connected components that are attributed to “Subset 1”.

Fig. 13. Example connected components that are attributed to “Subset 2”.

the previous step did not reveal, and, finally, to separate vertically
connected parts and assign them to text lines. A detailed description
of these stages is given in the following Sections 3.1–3.3.

3.1. Pre-processing

The preprocessing step consists of four stages. First, an adaptive
binarization and image enhancement technique described in Ref.
[17] is applied (see Fig. 7). Then, the connected components of the

binary image are extracted [18] and the bounding box coordinates
for each connected component are calculated. The average character
height AH for the whole document image is calculated [19] (Figs. 8
and 9). We assume that the average character height equals to the
average character width AW.

The connected components domain includes components of a dif-
ferent profile with respect to width and height since it is frequent
to have components describing one character, multiple characters,
a whole word, accents, and characters from adjacent touching text
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Fig. 14. Example connected components that are attributed to “Subset 3”.

Fig. 15. Example that shows the “Subset 1” connected components partitioning into
blocks of width AW.

lines. The aforementioned connected components variability hasmo-
tivated us to divide the connected component domain into different
sub-domains in order to deal with these categories separately. More
specifically, in the proposed approach, we divide the connected com-
ponents domain into three distinct spatial sub-domains denoted as
“Subset 1”, “Subset 2”, and “Subset 3” (Fig. 10).

“Subset 1” (Figs. 11 and 12) contains all components which cor-
respond to the majority of the characters with size which satisfies
the following constraints:

(0. 5 ∗ AH�H<3 ∗ AH) AND (0. 5 ∗ AW�W) (1)

where H and W denote the component's height and width, respec-
tively, and AH, AW denote the average character height and the av-
erage character width, respectively. The motivation for `Subset 1'
definition is to exclude accents and components that are large in
height and belong to more than one text line. As it is demonstrated
in Fig. 11(a), connected components that contain ascenders and/or
descenders will be included in this sub-domain.

“Subset 2” (Figs. 11 and 13) contains all large connected com-
ponents. Large components are either capital letters or characters
from adjacent text lines touching. The size of these components is
described by the following equation:

H�3 ∗ AH (2)

The motivation for `Subset 2' definition is to grasp all connected
components that exist due to touching text lines. We assume that the
corresponding height will exceed three times the average character
height (Fig. 11(b)).

Finally, “Subset 3” (Figs. 11 and 14) should contain characters
as accents, punctuation marks, and small characters. The equation
describing this set is:

((H<3 ∗ AH) AND (0. 5 ∗ AW >W)) OR

((H<0. 5 ∗ AH) AND (0. 5 ∗ AW <W)) (3)

The motivation for `Subset 3' definition is that accents usually
have width less than half the average character width or height less
than half the average character height (Fig. 11(c)).

3.2. Hough transform mapping

In this step, the Hough transform takes into consideration only
connected components that belong to sub-domain “Subset 1”. Selec-
tion of this sub-domain (Fig. 10) is done for the following reasons:
(i) it is guaranteed that components, which appear in more than one
text line, will not vote in the Hough domain; (ii) it rejects compo-
nents, such as accents, which have a small size. This avoids false text
line detection by connecting all the accents above the core text line.

In our approach, instead of having only one representative point
for every connected component (as in Refs. [4,5]), a partitioning is
applied for each connected component lying in “Subset 1”, in order
to have more representative points voting in the Hough domain. In
particular, every connected component lying in this subset is parti-
tioned to equally sized blocks. The number of the blocks is defined
by the following equation:

Nb =
⌈
Wc
AW

⌉
(4)

where Wc denotes the width of the connected component and AW
the average character width of all connected components in the
image. It is easily observed that the width of each block is fixed and
equals to the average character width AW with an exception of the
last block which can be either equal to AW or smaller. An example
of this partitioning is shown in Fig. 15. After this stage, we calculate
the gravity center of the connected component contained in each
block which is used in the voting procedure of the Hough transform.

The Hough transform [20] is a line to point transformation from
the Cartesian space to the Polar coordinate space. A line in the Carte-
sian coordinate space is denoted as:

x cos(�) + y sin(�) = p (5)

It is easily observed that the line in the Cartesian space is repre-
sented by a point in the polar coordinate space whose coordinates
are p and �. Every point that was created following the previous pro-
cedure corresponds to a set of cells in the accumulator array of the
(p,�) domain. To construct the Hough domain the resolution along
� direction was set to 1◦ letting � take values in the range of 85–95◦
while the resolution along p direction was set to 0. 2 ∗ AH [4].

After the computation of the accumulator array we proceed to
the following procedure: we detect the cell (pi, �i) having the max-
imum contribution and we assign to the text line (pi, �i) all points
that vote in the area (pi − 5,�i), . . . , (pi + 5,�i). To decide whether a
connected component belongs to a text line, at least half of the points
representing the corresponding blocks must be assigned to this area.
After the assignment of a connected component to a text line, we
remove from the Hough transform accumulator array all votes that
correspond to this particular connected component. This procedure
is repeated until the cell (pi, �i) having the maximum contribution
contains less than n1 votes in order to avoid false detections. During
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Fig. 16. (a) Two lines that are to be merged to define one text line (arrow) and (b) the result after the merging procedure.

Fig. 17. (a) Part of a document image after the merging procedure. One text line is not detected (see arrow). (b) The creation of lines procedure correctly detects the text line.

Fig. 18. Separating vertically connected characters: (a) a connected component that is likely to belong to vertically connected characters appearing into two successive text
lines; (b) image skeleton, detected junction points and segmentation zone Z; (c) flagging the upmost skeleton component after removing all pixels in the 3×3 neighborhood
of all junction points that lie inside the segmentation zone Z, and (d) final separation of the vertically connected characters.

the evolution of the procedure, the dominant skew angle of currently
detected lines is calculated. In the case that a cell (pi, �i) has a max-
imum contribution less than n2 (n2 >n1), an additional constraint
is applied upon which, a text line is valid only if the corresponding
skew angle of the line deviates from the dominant skew angle less
than 2◦.

3.3. Post-processing

The post-processing step consists of two stages. At the first stage,
(i) a merging technique over the result of the Hough transform is
applied to correct possible false alarms (see Fig. 16) and (ii) con-
nected components of “Subset 1” that were not clustered to any text
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Fig. 19. The resulting text line detection of the proposed method on (a) French document; (b) English document; (c) and (d) Greek documents. Corresponding indicative
`one-to-one matches' are: (a) 25/25, (b) 18/19, (c) 19/19, and (d) 14/14.

line are checked to see whether they create a new text line that the
Hough transform did not reveal.

Let y = aix + bi, i ∈ {1 . . .N} the set of lines extracted from the
Hough transform in a top down order. The intersection of every line
with the middle vertical line of the documents defines a set of points
Ai(xi, yi), where xi= Ix/2 with Ix denoting the document image width
and yi=ai ∗xi+bi. The average distance of adjacent lines is described
by the following equation:

Ad =
∑N−1

i=1 |yi+1 − yi|
N − 1

(6)

For every pair of adjacent lines we calculate the distance d =
|yi+1−yi|. If d <Ad then all connected components which correspond
to these lines are assigned to the same text line label.

Then, a grouping technique of the remaining connected compo-
nents of Subset 1 is applied that utilizes the gravity centers of the

corresponding blocks that result after the partitioning procedure de-
scribed at the previous section. For every block with gravity center
(xj, yj), we calculate the distance dis between (xj, yj) and the closest
already detected line. This distance is defined as dis=mini(|yi − yj|)
where yi = ai ∗ xj + bi and i = 1 . . .N. If distance dis has a value close
to the average distance of adjacent lines (dis � 0. 9 ∗ Ad) then the
corresponding block is considered as a candidate to belong to a new
text line. To decide whether a connected component is assigned to
a new text line, at least half of the corresponding blocks must be
candidates to belong to the new text line.

Fig. 17 shows an image example describing the creation of new
lines stage.

After the creation of the final set of lines, components lying in
“Subset 3”, which are usually punctuation marks or accents, as well
as the unclassified components of “Subset 1” are grouped to the
closest line.
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Fig. 20. Results of the Hough approach method [5] on the images that were used in here. Corresponding indicative `one-to-one matches' in (a) are 22/25 while in (b) are 11/19.

Fig. 21. Results of the fuzzy run-length approach [7] on the document images used in Fig. 20. Corresponding indicative `one-to-one matches' in (a) are 0/25 while in (b)
are 3/19.

The second post-processing stage deals with components ly-
ing in “Subset 2”. This subset includes components whose height
exceeds three times the average height AH (see Figs. 10 and
11(b)). All components of this subset mainly belong to two dif-
ferent text lines (see Fig. 18a). The procedure we follow to sep-
arate vertically connected characters consists of the following
steps:

Step 1: Extract the skeleton of the corresponding connected com-
ponent and detect all junction points [21] (see Fig. 18b).

Step 2: Define the segmentation zone Z according to the con-
straints hc/2 < y <3 ∗ hc/2 where hc is the height of the connected
component (see Fig. 18b).

Step 3: Remove from the skeleton image all pixels in the 3 × 3
neighborhood of all junction points that lie inside the segmentation
zone Z (see Fig. 18c). If no junction point is present in the area,
remove the skeleton pixels in the middle of the zone Z.

Step 4: Extract the connected components of the skeleton image
[18] and flag the upmost component (see Fig. 18c).

Step 5: Separation of the initial connected component into
two different segments is accomplished by examining if a pixel is
closer to a flagged or to a non-flagged skeleton pixel of Step 4 (see
Fig. 18d).

After the final step, the pixels of the two separated segments are
assigned to two different text lines.
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Fig. 22. Results of the projection profile approach [1] on the document images used in Fig. 20. Corresponding indicative `one-to-one matches' in (a) are 0/25 while in (b)
are 2/19.

4. Evaluation and experimental results

4.1. Performance evaluation methodology

In the literature, the performance evaluation of a text line detec-
tion algorithm is mainly based on visual criteria in order to calculate
the percentage of the correct segmented text lines [5,7,10]. Manual
observation of the segmentation result is a very tedious, time con-
suming, and not in all cases unbiased process. To avoid user interfer-
ence, we propose an automatic performance evaluation technique
based on comparing the text line detection result with an already
annotated ground truth. Similar evaluation strategies have been
followed in several document segmentation competitions, such as
ICDAR2003, and ICDAR2005 page segmentation competitions
[22,23]. The text line performance evaluation is based on counting
the number of matches between the areas detected by the algo-
rithm and the areas in the ground truth. We use a MatchScore table
whose values are calculated according to the overlap of the labeled
pixel sets as text lines and the ground truth.

Let I be the set of all image points, Gi the set of all points inside
the i text line ground truth region, Rj the set of all points inside the
j text line result region, (s) a function that counts the elements of
set s. Table MatchScore(i,j) represents the matching results of the i
ground truth region and the j result region as follows:

MatchScore(i, j) =
T(Gi ∩ Rj ∩ I)

T((Gi ∪ Rj) ∩ I)
(7)

The performance evaluator searches within the MatchScore table
for pairs of one-to-one matches. We call a pair a one-to-one match
if the matching score for this pair is equal to or above the evalua-
tor's acceptance threshold th. A g_one-to-many match is a ground-
truth text line that “partially” matches with two or more text lines
in the detected result. A g_many-to-one match corresponds to two
or more ground truth text lines that “partially” match with one de-
tected text line. A d_one-to-many match is a detected text line that
“partially” matches two or more text lines in the ground truth. Fi-
nally, a d_many-to-one match corresponds to two or more detected
text lines that “partially” match one text line in the ground truth.

Table 1
Comparative experimental results

Detection rate (%) Recognition accuracy (%) TLDM (%)

Fuzzy run-length [7] 83 78.5 80.7
Projection profiles [1] 70.2 73.7 71.9
Hough approach [5] 86.6 74.2 80
Proposed method 95.8 93.8 94.8

If N is the count of ground truth text lines, M is the count of
result text lines, and w1, w2, w3, w4, w5, and w6 are pre-determined
weights, we can calculate the detection rate and recognition accuracy
for as follows:

Det = w1
one2one

N
+ w2

g_one2many
N

+ w3
g_many2one

N
(8)

Rec = w4
one2one

M
+ w5

d_one2many
M

+ w6
d_many2one

M
(9)

where the entities one2one, g_one2many, g_many2one, d_one2many,
and d_many2one are calculated from MatchScore table (Eq. (7))
following the steps of Ref. [24] and correspond to the number of
one-to-one, g_one-to-many, g_many-to-one, d_one-to-many, and
d_many-to-one, respectively.

A global performance metric for text line detection can be defined
if we combine the values of detection rate and recognition accuracy.
We can define the following text line detection metric (TLDM):

TLDM = 2 ∗ Det ∗ Rec
Det + Rec

(10)

4.2. Experimental results

The proposed text line detection method is tested on 152 hand-
written English, Greek, French, and German documents originated
from the historical archive of the University of Athens [25], from the
Dallas library [26], and from the Handwriting Segmentation Compe-
tition of ICDAR2007 [8]. None of the documents include any non-text
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Fig. 23. Indicative errors of Hough approach [5]. (a)–(c) Merging of adjacent text line parts and lack of separation between vertically connected characters; (d) and (e)
accents above the text line are considered as separate text lines.

Fig. 24. Indicative errors of the proposed approach. The four arrows indicate the incorrect separation of vertically connected characters as well as small parts of the broken
characters `l' and `f' that were incorrectly classified to the upper text line.

elements (such as lines, drawings, pictures, and logos). Almost all
documents have two or more adjacent text lines touching in several
areas. Part of them has constant skew among text lines while others
have variable skew angles among text lines. Furthermore, there are
document images having text lines with different skew directions
as well as document images having text lines with converse skew
angles along the same text line. The appearance of accents was com-
mon in Greek and French handwritten documents. All documents
were written from different writers and in more than half of the doc-
uments the distance of adjacent text lines was very small leading to
a highly dense text.

For all document images, we have manually created the corre-
sponding text line detection ground truth. The total number of text
lines appearing on those images was 3382. Parameters n1 and n2 in
our methodology (Section 3.2) were experimentally defined to 5 and
9, respectively. Also, the evaluator's acceptance threshold th (Sec-
tion 4.1) was defined to 0.9. Four examples of the proposed text line
detection method are demonstrated in Fig. 19.

To check the effectiveness of our method, we based on the per-
formance evaluation methodology described in Section 4.1 using
w1 = w4 = 1 and w2 = w3 = w5 = w6 = 0. 25. For the sake of com-
parison we also implemented a fuzzy run-length approach (such as
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Table 2
Computational costs

Methodologies Time (ms)

Fuzzy run-length [7] 46 928
Projection profiles [1] 741
Hough approach [5] 1203
Proposed method 1903

in Ref. [7]), a projection profile approach (such as in Ref. [1]) and a
Hough transform based approach (such as in Ref. [5]).

For the method described in Ref. [7] we computed the fuzzy
run-length. The resulting image was then binarized. After a merging
phase, an id was attributed to each area that describes the core re-
gion of a text line. Finally, we gave to every pixel of the initial image
the id of the text line previously detected.

For the projection profile approach [1] we calculated the hori-
zontal projection profile by summing the foreground pixels in every
scan line. After a smoothing procedure, we calculated the local min-
imums of that function that define the boundaries of a region which
contains a text line.

In the case of the Hough transform approach [5], a voting scheme
is used which takes into account the gravity center of the complete
connected component.

In Figs. 20–22, text line detection results are shown in the case of
applying Hough approach, fuzzy run-length, and projection profiles
on the document images of Figs. 19(a) and (b).

Table 1 shows our comparative experimental results in terms of
detection rate (Eq. (8)), recognition accuracy (Eq. (9)), and TLDM (Eq.
(10)). As it can be observed from Table 1, the proposed methodology
outperforms the other three approaches achieving a detection rate
of 95.8% and a recognition accuracy of 93.8%.

As a general conclusion drawn from our experimental results, the
fuzzy run-length method as well as the projection profile method
fail to detect the text lines because they cannot deal with text lines
having either arbitrary skew angles or consecutive lines very close
to each other (dense text).

The Hough approach [5] has better performance than the other
two methods in terms of detection rate (Eq. (8)) because the ex-
istence of skew in the document images does not affect text line
detection. However, the fact that voting in the Hough domain con-
siders all connected components as well as that only one point (the
gravity center) per connected component votes in the Hough do-
main, are the main reasons for erroneous text line detection. Also,
the Hough approach [5] does not separate vertically connected char-
acters which leads to further false text line detections (Fig. 23).

Most of the errors made by our approach are due to misclassifi-
cation of accents as well as to incorrect splitting of difficult cases of
vertically connected characters (Fig. 24).

Table 2 shows the computational cost of all methodologies that
were involved in our experimental work. The environment we used
was Borland C + + Builder 6 on an Intel Core Duo at 1.8Ghz with
512Mbytes of Ram on Windows Xp. The typical size of the binary
image was 2036 × 2280.

5. Concluding remarks

In this paper we present a new text line detection method for
handwritten documents. The proposed methodology meets the fol-
lowing challenges: (i) each text line that appears in the document
may have an arbitrary skew angle and converse skew angle along
the text line; (ii) text lines may have different skew directions; (iii)
accents may be cited either above or below the text line, and (iv)
parts of neighboring text lines may be connected.

The main novelties of the proposed approach comprise (i) an ef-
ficient block-based Hough transform in which voting occurs on the
basis of equally spaced blocks after splitting of the connected com-
ponents' bounding box; (ii) a partitioning of the connected compo-
nent domain into three spatial sub-domainswhich impose a different
strategy to the processing of the corresponding connected compo-
nents, and (iii) the efficient separation of vertically connected parts
of text lines.

From our experimental results it is shown that the proposed
methodology outperforms existing state-of-the-art methods for text
line detection in handwritten documents.
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