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ABSTRACT 
Zoning features have been proved one of the most efficient 
statistical features which provide high speed and low complexity 
word matching. They are calculated by the density of pixels or 
pattern characteristics in several zones that the pattern frame is 
divided. In this paper, an adaptive zoning technique for efficient 
word retrieval is introduced. The main idea is that the zoning 
features are extracted after adjusting the horizontal boundaries of 
the zones with the use of Dynamic Time Warping (DTW). This 
adjustment is performed by coupling every zone of the query word 
to the corresponding zone of each candidate match-word with the 
use of the corresponding warping matrix. This process absorbs the 
ambiguities between the query and the candidate match words. The 
proposed word retrieval technique is tested using the pixel density 
as a characteristic feature in every zone and significant 

improvement is recorded compared to other state-of-the-art 
methods.   

Categories and Subject Descriptors 
I.4.6 [Image Processing]: Segmentation; I.5.4 [Pattern 
Recognition]: Applications---Text Processing; I.7.5 [Document 
and Text Processing]: Document Capture---Document Analysis. 

General Terms 
Algorithms, Measurement, Performance, Experimentation. 

Keywords 
Zoning Features; Word Retrieval; Dynamic Time Warping; Word 
Matching. 

1. INTRODUCTION 
Word retrieval applications help locating all the occurrences of a 
given word image in a set of document images. Measuring the 
distance between two word images is an important step for all word 
retrieval applications that involve a word segmentation stage. 
Existing approaches for word image matching involve statistical, 
structural and transformation-based features [1-4]. In [1], sets of 1-
dimensional structural features are created from the segmented 
word images which are then compared using Dynamic Time 
Warping (DTW). The distance between two word images is 
calculated in [2] using an image dissimilarity measure based on 
curvature estimation using integral invariants and a windowed 
Hausdorff distance.  
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Zoning features have been proved one of the most efficient 
statistical features which provide high speed and low complexity 
word matching. They are calculated by the density of pixels or 
pattern characteristics in several zones that the pattern frame is 
divided. In particular, standard zoning methods are defined 
according to an N×M regular grid superimposed on the image body 
[5]. Recently, zoning features based on pixel density have been 
combined with word profiles in a hybrid scheme for handwritten 
word recognition [3] as well for word spotting in historical printed 
documents [4]. In [6], features based on distances and angles of the 
skeleton pixels in each zone are used. Both neural networks and 
fuzzy logic techniques are then used for recognition. The 
methodology presented in [7] is based on the direction of the 
contour of the character by computing histograms of chain codes in 
each zone. In [8], it is observed that when the contour curve is close 
to zone borders, small variations in the contour curve can lead to 
large variations in the extracted features. For this reason, zones with 
fuzzy borders are introduced. Features detected near the zone 
borders are given fuzzy membership values to two or four zones. In 
[9], the role of feature membership functions in Voronoi-based 
zoning methods is investigated. Zoning is considered in [10] as the 
result of an optimization problem and a genetic algorithm is used 
to find the optimal zoning that minimizes the value of the cost 
function associated to the classification. In [11], the idea of 
adaptive zoning is introduced and the features are extracted after 
adjusting to the position of every zone based on local pattern 
information. This adjustment is performed by moving every zone 
towards the pattern body maximizing the local pixel density around 
each zone. 

In this paper, an improved version of adapting zoning is proposed 
for word image matching. The use of DTW is introduced in order 
to adjust the horizontal boundaries of the zones of the two word 
images. According to the proposed approach, this adjustment is 
performed by coupling every zone of the query word to the 
corresponding zone of each candidate match-word with the 
corresponding warping matrix. This process absorbs the 
ambiguities between the query and the candidate words.  

In Section 2, the proposed adaptive zoning technique is described. 
Furthermore, word retrieval with the use of the pixel density in 
every zone is extensively tested. As it is shown in Section 3, a 
significant improvement is recorded when the zoning features are 
used in the proposed adaptive way. Conclusions and future work 
plans are given in Section 4. 

 

2. THE PROPOSED ADAPTIVE ZONING 
TECHNIQUE 
 

2.1 Adjusting the Vertical Zones 
As a first step, the vertical zones of the query word must be defined. 
Let a N × 1 regular grid be superimposed on the pattern image. If 
the binarized pattern image I(x, y) ∈ {0,1}  has an overall size of 
Ix × Iy and every grid window is of size K × Iy then Ix = N × K. 
Following the above mentioned zoning procedure, the coordinates 
of every vertical zone are defined as follows: 

q୬୶ଵ = (n− 1)K (1) 

q୬୶ଶ = nK− 1 (2) 

where q୬୶ଵ  and q୬୶ଶ, denote respectively the beginning and the end of 
the n vertical zone where n = 1. . N. In Figure 1 the partitioning of 
a query image into N = 10 zones is presented. 

 
Figure 1. The zones of a query image for ࡺ = ૚૙. 

At a next step, a set of features v୧ [1], where i = 1 … 4, of the query 
word image is calculated. The features include i) the vertical 
projection profile, ii) the upper profile, iii) the lower profile and iv) 
the black to white transitions. Then, a linear scaling is applied in 
order to transform the calculated features normalized 
between [0,1]. Finally, they are combined in a query characteristic 
feature vector sequence ܸ. The same procedure is followed in order 
to produce the features p୧ of the candidate word image and its 
characteristic feature vector sequence ܲ. Once both feature 
sequences V and P are calculated, the DTW algorithm is applied in 
order to compute the minimum cost and the corresponding 
alignment path.  

The role of the DTW algorithm is to measure the similarity between 
two sequences which may have variable lengths. After applying the 
DTW algorithm, the feature vectors are aligned along a common, 
warped time axis. The cost of the alignment is given by the sum of 
distances d(ܸ,ܲ) of each aligned vector pair along the 
corresponding alignment path. The distance similarity measure 
d(ܸ,ܲ) employed is the squared Euclidean distance: 

d(ܸ,ܲ) = ෍(v୧  − p୧)ଶସ
୧ୀଵ  (3) 

The DTW cost DTW(ܸ,ܲ) and the corresponding warping matrix 
between a query word and a candidate word is defined as the 
minimum alignment cost which is calculated using the principles 
of dynamic programming [1]. This cost is normalized with respect 
to the length of the previously calculated warping path. 

Consequently, according to the estimated warping path the 
coordinates of every vertical zone q୬୶ଵ, q୬୶ଶ belonging to the query 
word image are matched with the coordinates of the candidate word 
image c୬୶ଵ , c୬୶ଶ  (see Figure 2). 
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(a) (b) 
Figure 2. The coordinates of the vertical zones of the query 

are matched with the corresponding coordinates of the 
candidate match word image. (a) mapping on the word 

images and (b) on their vertical Histograms. 

The adjustment of the vertical zones between a query word and a 
candidate word results in vertical zones of variable width at the 
candidate word. In that way, an optimal adaption of the candidate 
word to the query word is achieved. 

 

2.2 Size Normalization and Horizontal Zones 
For the horizontal adjustment of the query and the candidate word 
images, a normalization step is applied resulting respectively in 
images ܳ[ܹ ܹ]ܥ and [ܪ×  The .ܪ of width ܹ and height [ܪ×
positioning of each word in its size-normalized image ܹ  is ܪ×
accomplished by placing the baseline areas of each word in the 
center of the matrix i.e. the upper word baseline at vertical offset ܪ 3⁄  and the lower word baseline at vertical offset 2 × ܪ 3⁄ . The 
baseline detection procedure is described in [12]. A similar 
approach is also used in [11]. A word size-normalization example 
is presented in Figure 3 for the query and a candidate word. 
After normalizing the two words, the estimated coordinates of the 
vertical zones q୬୶ଵ, q୬୶ଶ, cm୬୶ଵ, cm୬୶ଶare also normalized to 
q୬୶ଵᇲ , q୬୶ଶᇲ , cm୬୶ଵᇲ , cm୬୶ଶᇲ  with the use of the corresponding 
transformation matrix, respectively to the new width, ܹ, of the 
normalized images. 

(a) (b) 
Figure 3. Word size normalization example: (a) original, 

(b) size-normalized image. 

For the definition of the horizontal zones, a 1 ܯ× regular grid is 
superimposed on the normalized images. The coordinates of every 
horizontal zone are defined by the following equations: 

 

where ࢟࢓ࢗ૚ᇲand ࢟࢓ࢗ૛ᇲcorrespond respectively to the beginning and 
the end of the horizontal zones, ࢫ is the height of the zones and ܕ = ૚.  Concerning the coordinates of horizontal zones of the .ۻ.
candidate word ܡܕ܋૚ᇲand ܡܕ܋૛ᇲ it should be noted that they are equal 
to ࢟࢓ࢗ૚ᇲand ࢟࢓ࢗ૛ᇲsince the normalization procedure results in images 
having the core region located in the same area. In Figure 4 the 
zones of the query and a candidate word for ۻ = ૟ are 
demonstrated. 

Figure 4. The zones of a query image for ࡹ = ૟. 

(a) (b) 
Figure 5. Comparison of the Query word and Candidate 
match word grids cut in (a) the proposed adaptive way 

and in (b) the classical way. 
 

After the definition of both, horizontal and vertical zones a final ܰ  grid is defined which is superimposed on the query word as ܯ×
well as on the candidate word. Both query and candidate match 
grids are demonstrated in comparison in Figure 5. 

2.3 Feature Extraction 
The most common type of zoning features is calculated using the 
density of pixels. Features based on pixel density are calculated 
directly from the size-normalized images Q and C. The 
density, dQ୬୫, of the (n,m) window of Q is calculated as follows: 
 

dQ୬୫ =
1

(q୬୶ଶᇲ − q୬୶ଵᇲ) × Λ ෍ ෍ Q(x, y)
୯౯ౣమᇲ

୷ୀ୯౯ౣభᇲ
୯౤౮మᇲ

୶ୀ୯౤౮భᇲ  (6) 

Respectively, the density, dC୬୫, of the (n,m) window of C is 
computed as follows: 

q୫୷ଵᇲ = (m − 1)Λ (4) 

q୫୷ଶᇲ = mΛ − 1 (5) 
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௡௠ܥ݀ =
1

(ܿ௡௫ଶᇲ − ܿ௡௫ଵᇲ) × ߉ ෍ ෍ ,ݔ)ܥ (ݕ
௖೘೤మᇲ

௬ୀ௖೘೤భᇲ
௖೙ೣమᇲ

௫ୀ௖೙ೣభᇲ  (7) 

The total number of features based on pixel density is N × M and all 
features range between 0 and 1. 

Additionally, due to the fact that the vertical zones of the candidate 
word image have variable width, the density of each window (n,m) 
will be weighted to their respective width. The following equation 
defines the final density: 

௡௠ᇱܥ݀ = ௡௠ܥ݀ ×
(ܿ௡௫ଶᇲ − ܿ௡௫ଵᇲ)ܹ  

(8) 

The calculation of the distance, ݐݏ݅ܦ, of the query and the candidate 
word image is defined as: 

Dist =   
1

N × M෍෍(dQ୬୫ − dC୬୫ᇱ୑
୷ୀଵ

୒
୶ୀଵ )ଶ 

(9) 

Finally, the distance Dist of the two words is multiplied by 
the distance d(V, P) provided by the DTW algorithm, which 
is also a similarity measure. In more detail, the distance ܦ of 
the proposed adaptive method is: 

D = Dist × d(ܸ,ܲ) (10) 

 
3. EXPERIMENTAL RESULTS 
In this Section, we present the experimental results of the proposed 
adaptive zoning method in comparison with several state-of-the-art 
word matching algorithms. A set of 46197 words coming from 153 
pages of a historical French book [13] from project IMPACT [14] 
was used. The word segmentation together with the ASCII ground-
truth was manually produced. The same set was used for evaluation 
also in [2], [11] and [15]. In order to compare in the same basis and 
demonstrate solely the efficiency of the proposed adaptive zoning 
technique, the same normalization parameters were adopted. 
According to that, all words were normalized to a 300 × 90 matrix 
(W = 300, H = 90) following the procedure described in Section 
II. Furthermore, every word is divided into 30 × 9 zones (N =
30, M = 9). 

Five instances of the words “France”, “Louis”, “famille”, “mort” 
and “justice” were randomly selected, thus yielding a total of 25 
queries (see also [11]). 

In order to demonstrate the robustness of the proposed algorithm 
regardless of the ambiguities between similar word images, we tried 
to tackle a more generic and difficult problem than the one described 
in [11]. In more detail, we no longer consider the problem from the 
word-matching perspective. Instead, it is considered as a word 
retrieval problem. To this end, we do not consider as correct only 
the word images that correspond to the exact same transcript as the 
query but we also regard as correct (a) word instances having their 
first letter in capital, (b) instances that are followed by punctuation 
(“,”, “.”, “;”, “?”, etc.) and (c) instances that are fully written in 

capital letters. In that way, we try to address a more realistic and 
difficult problem, that has a greater impact on the individual user of 
a word retrieval application, since the user is trying to spot words of 
interest regardless their positioning in the sentence and not just the 
words having exactly the same transcript. Samples of the instances 
that were included in the correct answers are demonstrated in Figure 
6. 

 

 
 

Figure 6. Samples of the instances that were included in the 
correct answers. 

Consequently, after expanding the correct answers by including all 
the above mentioned instances that are considered as ground-truth, 
the total number of instances of the words “France”, “Louis”, 
“famille”, “mort” and “justice”  are respectively 82, 162, 68, 68 and 
70. 

Let ݊_݅݊ݐݏ be the total number of instances of a word in the ground 
truth and n_corr the number of correct instances of the word in the 
first n_inst retrieved instances. The word retrieval performance can 
be calculated as follows: 

݁ܿ݊ܽ݉ݎ݋݂ݎ݁ܲ ݈ܽݒ݁݅ݎݐܴ݁ ݀ݎ݋ܹ =  
ݐݏ݊݅_݊ݎݎ݋ܿ_݊  (11) 

In Table 1, the retrieval performance achieved by the proposed 
adaptive method is presented in comparison with the performance 
of (a) the classical zoning using the same normalization and number 
of zones as described in [11], (b) the adaptive zoning described in 
[11] and (c) DTW with the four features that were used also in the 
proposed method (vertical projection profile, upper profile, lower 
profile, black to white transitions) for each word query. 
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Table 1. Comparative Results of Different Methodologies  

Word 
Query 

Different Methodologies 

Classical 
Zoning 

Adaptive 
Zoning DTW Proposed 

Zoning 

France 51.71% 53.66% 56.58% 79.75% 

Louis 91.36% 93.33% 71.73% 91.60% 

famille 53.53% 59.41% 68.82% 89.70% 

mort 66.18% 66.18% 64.41% 82.64% 

justice 43.43% 54.00% 71.14% 80.57% 

Overall 
Results 67.16% 70.76% 68.09% 86.08% 

As it can be derived from Table I the classical and the adaptive 
zoning techniques [11] were unable to confront with the more 
generic and difficult problem of word retrieval since they didn’t 
absorb adequately the ambiguities between the word images. 
Similarly, DTW, though flexible in the variations, it doesn’t have 
the descriptive power of a zoning technique which takes advantage 
of the local information of the word image and consequently fails to 
tackle the difficult problem of word retrieval. On the other hand, the 
proposed method achieved a word retrieval performance of 86% 
and proved to be descriptive and yet flexible in handling the 
ambiguities among different instances of the same word. 

Also it is interesting the fact that due to the coupling of the DTW the 
proposed algorithm would be able to retrieve also words of the same 
root when the right weights would be applied in the vertical zones 
that correspond to the endings of the query and the candidate words. 
A visual, qualitative, estimation of this potential is demonstrated in 
Figure 7. 

 

Figure 7. Qualitative estimation of potential use of the 
proposed algorithm to retrieve words of the same root. 

As it is shown in Figure 7, if the windows of the most right 
vertical zone were weighted to contribute the least in the 
calculation of the distance between the query and the 
candidate word images, then “francais” could be retrieved 
from “France”. This is a potential use of the proposed 
adaptive zoning algorithm and it is feasible due to the DTW 
coupling of the zones. 

 

4. CONCLUSIONS AND FUTURE WORK 
In this paper, a novel and efficient adaptive zoning method was 
presented. The idea of adjusting the horizontal boundaries of the 
zones with the use of DTW was introduced and this was proved to 
result in significantly higher word retrieval performance. The 
proposed adaptive zoning method was tested in a generic and 
difficult task of word retrieval and achieved a performance of 86%. 
This demonstrates the fact that it is a descriptive method with the 
advantage of handling the ambiguities among different instances of 
the same word. The proposed adaptive zoning method outperforms 
the classical and a state-of-the-art adaptive zoning method as well as 
the DTW algorithm.  

Future work includes the investigation of the modifications needed 
and the potential of the proposed method to handle handwritten text. 
It would be also interesting to have a quantitative measurement on 
the success of this adaptive zoning method to retrieve words of the 
same conceptual root but in different gender or with different 
endings.  
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