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Abstract—Zoning features are of the most popular and efficient 
statistical features that provide high speed and low complexity 
for character and word recognition. They are calculated by the 
density of pixels or pattern characteristics in several zones we 
divide the pattern frame. In this paper, we introduce the idea 
of adaptive zoning features that are extracted after adjusting 
the position of every zone based on local pattern information. 
This adjustment is performed by moving every zone towards 
the pattern body. This process is based on the maximization of 
the local pixel density around each zone. We have extensively 
tested our approach for character and word recognition as well 
as for using the pixel density or pattern characteristics in every 
zone. For all cases, we have recorded a significant 
improvement when the zoning features are used in the 
proposed adaptive way.   

Zoning Features, Character Recognition, Word Recognition   

I.  INTRODUCTION  

In character and word recognition systems, feature 
extraction is an important task in the recognition pipeline. It 
aims at extracting representative information from characters 
or words in order to minimize the within class pattern 
variability while enhancing the between class pattern 
variability. Good features make the subsequent classification 
task less difficult.  

   Feature extraction methods for character and word 
recognition have been based mainly on three types of 
features: a) statistical derived from statistical distribution of 
points, b) structural and c) transformation-based or moment-
based features. The most common statistical features used 
for character and word representation are: a) zoning, where 
the image is divided into several zones [1-6], b) projections 
[7] and c) crossings and distances [8].  Structural features are 
based on topological and geometrical properties of the 
character/word, such as maxima and minima, reference lines, 
ascenders, descenders, cusps above and below a threshold, 
strokes and their direction between two points, horizontal 
curves at top or bottom, cross points, end points, branch 
points etc. [9]. Fourier Transform is often used to calculate 
transformation–based features [10]. The goal is to choose a 
magnitude spectrum of the measurement vector as the 
features in an n–dimensional Euclidean space. Moment-
based features, such as Legendre or Zernike moments, form 
a compact representation of the original character that makes 

the process of recognition invariant to scale, transformation 
and rotation [11, 12]. A survey on feature extraction methods 
can be found in [13]. Moreover, other approaches focus on 
measuring the similarity/dissimilarity between shapes by 
mapping one pattern onto another ([14], [15]). 

Features based on zones are of the most popular and 
efficient statistical features and provide high computational 
speed and low complexity for character and word 
recognition. They are calculated by the density of pixels or 
pattern characteristics in several zones we divide the pattern 
frame. In particular, standard zoning methods are defined 
according to a N×M regular grid superimposed on the image 
body [1]. Recently, zoning features based on pixel density 
have been combined with word profiles in a hybrid scheme 
for handwritten word recognition [2] as well for word 
spotting in historical printed documents [3]. In [4], features 
based on distances and angles of the skeleton pixels in each 
zone are used. Both neural networks and fuzzy logic 
techniques are then used for recognition. The methodology 
presented in [5] is based on the direction of the contour of 
the character by computing histograms of chain codes in 
each zone. In [6], it is observed that when the contour curve 
is close to zone borders, small variations in the contour curve 
can lead to large variations in the extracted features. For this 
reason, zones with fuzzy borders are introduced. Features 
detected near the zone borders are given fuzzy membership 
values to two or four zones.  

In this paper, we propose an improved version of zoning 
features by introducing the idea of adaptive zones. 
According to our approach, features are extracted after 
adjusting the position of every zone based on local pattern 
information. This adjustment is achieved by moving every 
zone towards the pattern body. The offset that is used for 
adjusting zone position is calculated by maximizing the local 
pixel density around the zone. In Section II, we describe the 
proposed adaptive zoning features. We have extensively 
tested our approach for character and word recognition as 
well as for using the pixel density or pattern characteristics in 
every zone. As it shown in Section III, for all cases we have 
recorded a significant improvement when the zoning features 
are used in the proposed adaptive way. Conclusions and 
future work plans are given in Section IV. 
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II. THE PROPOSED ADAPTIVE ZONING FEATURES 

A. Size Normalization 

For the case of character recognition, the character 
image is normalized to a WxH matrix under the condition 
that the aspect ratio is preserved. Exact positioning of the 
character in the matrix is achieved by placing the geometric 
center of the character in the center of the matrix. A 60x60 
size-normalized character is presented in Fig. 1. 

For the case of word recognition, the positioning of the 
word in the size-normalized matrix WxH is achieved by 
placing the baseline areas of the word in the center of the 
matrix. This is achieved by placing the upper word baseline 
at vertical offset H/3 and the lower word baseline at vertical 
offset 2*H/3. Baseline detection is accomplished using a 
horizontal projections based approach. A similar approach is 
also used in [16]. A word size normalization example is 
presented in Fig. 2. 

 
Figure 1.  Zoning procedure example. 

 
(a) 

 

   

(b) 
Figure 2.  Word size normalization example: (a) orginal, (b) size-
normalized image.  

B. Zone Adjustment 

Let suppose that a N×M regular grid is superimposed on 
the pattern image. If every grid window is of size KxΛ then 
the size-normalized pattern image I(x,y) ∈ ሼ0,1ሽ  has an 
overall size of WxH where W=N*K, H=M*Λ, x=0..W-1 and 
y=0..H-1. For example, in the standard zoning procedure of 
Fig.1 we have N=M=6, K=Λ=10, W=H=60. 

In standard zoning methods, the coordinates of every 
zone (n,m) are defined as follows: 

ܼ௡௠
௫భ ൌ ሺ݊ െ 1ሻ(1) ܭ 

ܼ௡௠
௫మ ൌ ܭ݊ െ 1 (2) 

ܼ௡௠
௬భ ൌ ሺ݉ െ 1ሻ(3) ߉ 

ܼ௡௠
௫మ ൌ ߉݉ െ 1 (4) 

where n=1..N and m=1..M. In Fig. 3, the coordinates of zone 
(2,3) of Fig. 1 are presented. We have ܼଶଷ

௫భ = 10, ܼଶଷ
௬భ	= 20, 

ܼଶଷ
௫మ = 19, ܼଶଷ

௬మ	= 29.  

We propose that the position of the zones can be adjusted 
based on local pattern information. More specifically, this 
adjustment is achieved by moving every zone towards 
pattern body. The offset that is used for adjusting zone 
position is calculated by maximizing the local pixel density 
around the zone as follows: 
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Parameters λx and λy define the horizontal and vertical range 
for adjusting the position of the zones. Since large values for 
parameters λx and λy can affect the computational time 
needed for feature extraction, we propose that these 
parameters have to range between 1 and 3. An analysis of 
how these parameters affect the computational time is given 
in Section III. 

The new coordinates of every zone (n,m) are defined as 
follows: 

ܼ௡௠
௫భ
′

ൌ ܼ௡௠
௫భ ൅  ௡௠ (6)ݔ݀

ܼ௡௠
௫మ
′

ൌ ܼ௡௠
௫మ ൅  ௡௠ (7)ݔ݀

ܼ௡௠
௬భ
′

ൌ ܼ௡௠
௬భ ൅  ௡௠ (8)ݕ݀

ܼ௡௠
௬మ
′

ൌ ܼ௡௠
௬మ ൅  ௡௠ (9)ݕ݀

An example of adjusting the position of a zone is given in 
Fig. 3. In this example, zone (2,3) of Fig.1 is moved by 
offset (-2,-2) since according to eq. (5) we have calculated 
ሼ݀ݔଶଷ,  ଶଷሽ = {-2,-2}. Fig. 4 presents the result of the zoneݕ݀
adjustment procedure for the image of Fig.1. 
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Figure 3.  Zone position adjustment for zone (2,3) of Fig.1. 

 
Figure 4.  Position adjustment for all zones in the image of Fig.1. 

C. Feature Extraction 

We examine two types of zoning features: a) features that 
are calculated by the density of pixels and b) features that 
correspond to pattern characteristics in every zone.  

Features based on pixel density are calculated directly 
from the size-normalized image I as follows: 

 

௡௠ܨ݊݁݀ ൌ
1

ܭ ∗ ߉
			 ෍ ෍ ,ݔሺܫ ሻݕ

௓೙೘
೤మ
′

௬ୀ௓೙೘
೤భ
′

௓೙೘
ೣమ
′

௫ୀ௓೙೘
ೣభ
′

 (10) 

In order to extract features based on zone characteristics 
we follow approach [4] according to which we first produce 
the skeleton of the size-normalized image. Then, we 
calculate the normalized distances of all skeleton pixels 
taking the top left corner of every zone as the absolute origin 
(0,0):  

௡௠ܨݐݏ݁݀ ൌ
1

௡ܲ௠√߈ଶ ൅ ଶ߉
			෍ ݀௞

௡௠

௉೙೘

௞ୀଵ

 
 

(11) 

 
where Pnm is the number of skeleton pixels in zone (n,m) and  
݀௞
௡௠ is  the distance of k skeleton pixel of zone (n,m) from  

point (ܼ௡௠
௫భ
′

, ܼ௡௠
௬భ
′

). Additionally, we calculate features based 
on the corresponding angles that are formed by the skeleton 
pixels: 

௡௠ܨ݃݊ܽ ൌ
1

90 ∗ ௡ܲ௠
			෍ ௞ߠ

௡௠

௉೙೘

௞ୀଵ

 
 

(12) 

 
where ߠ௞

௡௠ = Arctan(-j/i) for a skeleton pixel k position  (i,j). 
Again, the absolute origin (0,0) is the top left corner point 

(ܼ௡௠
௫భ
′

, ܼ௡௠
௬భ
′

) of every zone. 
The total number of features based on pixel density is 

N*M while the total number of features based on zone 
characteristics is 2*N*M. All features range from 0 to 1. 

III.  EXPERIMENTAL RESULTS 

In this Section we present the results of testing the 
proposed adaptive pattern zoning for character and word 
recognition as well as for using the pixel density or pattern 
characteristics in every zone. 

A. Character Recognition 

For the character recognition experiments we used the 
CIL Database which consists of 28750 Greek handwritten 
characters (46 classes) [17]. The 4/5 of characters of each 
class was used for training (23000 characters) while the 
remaining 1/5 for testing (5750 characters). All characters 
were normalized to a 60x60 matrix (W=H=60) following the 
procedure described in Section IIA. Some samples of size-
normalized characters of the CIL database are given in Fig. 
5. For classification we used the Euclidean distance between 
two feature vectors combined with a minimum distance 
classifier. In Table I, we present the recognition accuracy 
achieved (a) for several number of zones N, M we divide the 
characters, (b) for several values for the parameters λx and λy 
that are used for adjusting the position of the zones, (c) for 
using features based on pixel density as well as on pattern 
characteristics as described in Section IIC. We applied the 
experiments for N=M={10,12,15} and λx=λy={0,1,2,3,4}. It 
should be noticed that the experiments with λx=λy=0 
correspond to the standard zoning approach [1].  

 

                     

                    
 

Figure 5.  Character samples from the CIL database (letters “α” and “β”). 
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TABLE I.  CHARACTER RECOGNITION RESULTS 

  Standard 
Zones 

Adaptive Zones 

  λx=λy=0 λx=λy=1 λx=λy=2 λx=λy=3 λx=λy=4

Pi
xe

l d
en

si
ty

 f
ea

tu
re

s N=M=10 85,98% 87,95% 88,22% 87,13% 85,46% 

N=M=12 85,48% 87,82% 88,35% 86,94% 85,41% 

N=M=15 84,61% 87,56% 88,29% 87,10% 85,52% 

Fe
at

ur
es

 b
as

ed
 o

n 
pa

tte
rn

 
ch

ar
ac

te
ri

st
ic

s 
[4

] N=M=10 66,80% 74,65% 76,73% 77,08% 75,34% 

N=M=12 61,47% 74,25% 78,05% 78,76% 76,21% 

N=M=15 52,32% 70,90% 73,76% 73,85% 71,14% 

 
As it can be seen in Table I, in all cases the adaptive 

zones with λx=λy=1..3 outperform the standard zones 
(λx=λy=0). For the case of pixel density features, the best 
performance is achieved for N=M=12 and λx=λy=2 and 
corresponds to recognition accuracy of 88.35% while the 
best performance using the standard zones is 85.98%. For the 
case of features based on pattern characteristics [4], the best 
performance is achieved for N=M=12 and λx=λy=3 and 
corresponds to recognition accuracy of 78.76% while the 
best performance using the standard zones is 66.80%. In 
Table II we also present the time needed for training when 
different values for parameters λx, λy are used (no speed 
optimization is involved).    

TABLE II.  TIME NEEDED FOR TRAINING 

 Standard 
Zones 

Adaptive Zones 

 λx=λy=0 λx=λy=1 λx=λy=2 λx=λy=3 λx=λy=4

Time 18sec 24 sec 36 sec 53 sec 75 sec 

B. Word Recognition 

We tested our methodology for word recognition on a 
historical French book [18] that consists of 153 pages and 
46197 words. The word segmentation as well as the ASCII 
ground truth were manually created. All words were 
normalized to a 300x90 matrix (W=300, H=90) following the 
procedure described in Section IIA. Every word is divided 
into 30x9 zones (N=30, M=9). Examples of size-normalized 
words from this set are presented in Fig. 6. We randomly 
selected five instances of the words ’France’, ’Louis’, 
’famille’, ’mort’ and ’justice’, thus yielding 25 queries in 
total. The total number of instances of those words is 44, 

156, 47, 51 and 44, respectively. Let n_inst be the total 
number of instances of a word in the ground truth and n_corr 
the number of correct instances of the word in the first n_inst 
retrieved instances. The word retrieval performance can be 
calculated as follows: 

݁ܿ݊ܽ݉ݎ݋݂ݎ݁ܲ_݈ܽݒ݁݅ݎݐܴ݁_݀ݎ݋ܹ ൌ
ݎݎ݋ܿ_݊
ݐݏ݊݅_݊

 (13) 

In Table III, we present the retrieval performance 
achieved (a) for several word queries, (b) for several 
numbers for the parameters λx and λy that are used for 
adjusting the position of the zones, (c) for using features 
based on pixel density as well as on pattern characteristics as 
described in Section IIC. We used again λx=λy={0,1,2,3,4} 
while experiments with λx=λy=0 correspond to using the 
standard zoning approach [1].  

     

     

     
Figure 6.  Sample of size-normalized words from our set. 

TABLE III.  WORD RETRIEVAL RESULTS 

Standard
Zones

Adaptive Zones 

λx=λy=0 λx=λy=1 λx=λy=2 λx=λy=3 λx=λy=4

Pi
xe

l d
en

si
ty

 f
ea

tu
re

s 

Query: 
“France” 92,73% 94,55% 95,00% 95,91% 95,00% 

Query: 
“Luis” 93,08% 94,10% 94,87% 95,13% 94,74% 

Query: 
“famille” 74,89% 75,74% 78,72% 81,70% 83,83% 

Query: 
“mort” 85,10% 83,53% 83,14% 81,57% 83,92% 

Query: 
“justice” 64,55% 67,73% 72,73% 77,73% 81,82% 

Total 85,67% 86,67% 88,07% 89,12% 90,00% 

Fe
at

ur
es

 b
as

ed
 o

n 
pa

tte
rn

 
ch

ar
ac

te
ri

st
ic

s 
[4

] 

Query: 
“France” 68,18% 80,00% 82,73% 75,00% 73,18% 

Query: 
“Luis” 83,21% 91,15% 88,08% 79,10% 84,10% 

Query: 
“famille” 65,11% 70,21% 71,49% 71,06% 63,40% 

Query: 
“mort” 86,67% 85,88% 83,53% 76,86% 50,20% 

Query: 
“justice” 57,73% 56,82% 58,64% 50,91% 59,55% 

Total 76,02% 81,64% 80,64% 73,51% 71,64% 
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As it can be seen in Table III, for the case of pixel density 
features, the best word retrieval performance is achieved for 
λx=λy=4 and corresponds to a total word retrieval 
performance of 90% while the performance using the 
standard zones is 85.1%.  Significant improvement is also 
achieved for λx=λy=3 (word retrieval performance equals to 
89.12%) as well as for λx=λy=2 (word retrieval performance 
equals to 88.07%). For the case of features based on pattern 
characteristics, the best performance is achieved for λx=λy=1 
and corresponds to a total word retrieval performance of 
81.64% while the performance using the standard zones is 
76.02%. 

IV. CONCLUSIONS AND FUTURE WORK 

In this paper, we introduced the idea of adaptive zoning 
features that are extracted after adjusting the position of 
every zone based on local pattern information. This 
adjustment is performed by moving every zone towards the 
pattern body. This process is based on the maximization of 
the local pixel density around each zone. We have 
extensively tested our approach for character and word 
recognition as well as for using the pixel density or pattern 
characteristics in every zone. For all cases, we have recorded 
a significant improvement when the zoning features are used 
in the proposed adaptive way. Concerning character 
recognition, the recognition accuracy improves from 85.98% 
to 88.35% when using pixel density features and from 
66.80% to 78.76% when using pattern characteristics in each 
zone. Concerning word recognition, the retrieval accuracy 
improves from 85.1% to 89.12% when using pixel density 
features and from 76.02% to 81.64% when using several 
pattern characteristics in each zone. We have also recorded 
that we need 33% - 100% more time comparing to the 
standard zones in order to get an acceptable improvement. 

Future work includes the investigation of a method in 
order to automatically select the best values for parameters λx 
and λy that define the horizontal and vertical range for 
adjusting the position of zones. Furthermore, we plan to 
work towards the acceleration of the adaptive zone 
procedure.  
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