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Image segmentation is a major task of handwritten document image processing. Many of the proposed
techniques for image segmentation are complementary in the sense that each of them using a different
approach can solve different difficult problems such as overlapping, touching components, influence of
author or font style etc. In this paper, a combination method of different segmentation techniques is
presented. Our goal is to exploit the segmentation results of complementary techniques and specific
features of the initial image so as to generate improved segmentation results. Experimental results on
line segmentation methods for handwritten documents demonstrate the effectiveness of the proposed
combination method.
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1. Introduction

Combining classifiers is a well researched topic in the pattern
recognition community [1], for example in word recognition [2],
spoken language processing [3] and biometric applications [4]. In
classifier combination, rules are used to combine the outputs of
multiple classifiers. The general objective is to exploit the comple-
mentary information between the classifiers and find the rules for
building hybrid classifiers that outperform their constituent classi-
fiers. In a sense, the different classifiers in a classifier combination
can be seen as a collection of weak classifiers, where each classifier
can solve some different difficult problems. Some of the most com-
mon classifiers combinations methods used in the literature include
voting, linear and logistic regression.

In document analysis and recognition, several approaches have
been proposed for improving OCR accuracy through combination
[5]. These approaches can be categorized into two categories: (i)
techniques in classifier combinations, as mentioned before, and (ii)
string alignment combination methods [6,7]. Approaches of the sec-
ond category combine several OCR outputs to produce a more ac-
curate string estimate of the original text, but this cannot be done
on character-by-character basis because of segmentations errors.
Outputs strings must be aligned to extract an estimate and also
errors must be uncorrelated. Furthermore, in Ref. [8], Ferrer et al.
propose a method to improve the performance of individual page
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segmentation OCR engines based on the combination of the output
of several engines. However, the rules of combination are designed
after analyzing the results of each individual method and after visual
inspection of the results.

Based on a similar way of thought we could combine the re-
sults of different segmentation techniques in order to achieve bet-
ter segmentation results. Document segmentation into lines, words
and characters is a major task in a document image analysis system
[9–11]. A wide variety of methods have been proposed in the lit-
erature for document segmentation which can be categorized into
five major categories: (1) projection profiles methods; (2) smearing
methods; (3) methods based on the Hough transform; (4) grouping
methods and (5) stochastic methods. Techniques from each category
can confront some specific problems such as overlapping, touch-
ing components, image degradations, variability in skew angles and
directions, disturbing elements, variability in inter-word and inter-
character distances and others.

Projection profile methods [12–14] are among the most popular
methods for document segmentation. They are commonly used for
printed documents but can also be adapted to handwritten docu-
ments with little overlap. Moreover, these methods are not sensitive
to writing fragmentation and they can handle inter-word and inter-
character distances variability. However, projection profile methods
cannot confront with the problem of skew and overlapping. For ex-
ample, potential challenges encountered in text line segmentation
task are the variable skew angles between different text lines on the
same page and along the same text line and the presence of touching
or overlapping words of two consecutive text lines.

Smearing methods, such as fuzzy RLSA (run-length smoothing
algorithm) [15] and adaptive RLSA [16], are based on examining the
white runs in a specified direction (usually vertical or horizontal)
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and usually followed by connected component analysis. Smearing
methods enriched by local considerations can solve specific prob-
lems including overlapping and touching strokes. In addition, these
methods work successfully with documents containing characters
with variable font size. However, they can still have problems with
variability in skew angles and directions. Also, smearing methods
cannot handle the variability in inter-word and inter-character dis-
tances and finally, they usually use many thresholds and heuristic
rules.

The Hough transform [17] is one of the most often used tools
in many areas of document analysis. It has been applied for skew
detection, string detection and line detection [18,19]. Hough trans-
form can also be used to detect stroke orientation in handwritten
words. It is a voting process where each pixel votes for all possible
patterns (straight lines) passing through the point. The success of
Hough transform can be explained by its global aspect, no a priori
knowledge on point distribution is needed. In the line segmenta-
tion methods based on the Hough transform although the problem
of variability in the skew angles between different text lines on the
same page can be solved, problems with different skew angles along
the same text line are difficult to handle.

Grouping methods [20,21] consist in building alignments by ag-
gregating units in a bottom-up strategy. The units may be pixels
or of higher level, such as connected components or blocks. Careful
grouping rules make these methods convenient when they have to
handle fluctuating data and variability in skew angles and directions.
However, a wrong decision in an early stage of the grouping results
in errors or incomplete alignments, for example, when lines, words
or characters are very close.

Finally, stochastic methods [22,23] are more robust, but their
implementation requires great care, particularly regarding the ini-
tialization phase. Also, these methods naturally avoid crossing over-
lapping components so they can generate non-linear segmentation
paths to separate overlapping or touching components.

In this paper, we propose a combination method of complemen-
tary segmentation techniques. Our goal is to increase the efficiency
and the accuracy of the segmentation result using (i) the results of
segmentation techniques which belong to different categories and
(ii) specific features of the initial document according to the seg-
mentation problem which we have to solve, such as line, word or
character segmentation. The rest of the paper organized as follows:
In Section 2, the proposed combination method of different segmen-
tation techniques is detailed. In Section 3, we present experimental
results using two complementary line segmentation techniques for

Fig. 1. An example of Step 1 in text line segmentation task; (a), (b) two different segmentation results with bounding boxes; (c) subregions from which we extract the features.

handwritten documents which demonstrate the effectiveness of the
proposed method. Finally, conclusions are drawn in Section 4.

2. Combination method

This section describes the proposed combination method of dif-
ferent segmentation techniques. First, we give an overview of the
method's steps. Afterwards, we give some definitions and finally we
describe in detail the steps of the combination method.

2.1. General description

We consider that we have some different segmentation results
of an initial image and combine them in order to increase the effi-
ciency and the accuracy of the segmentation result. As subregions
we define the regions which are created from the intersection of the
segmentation results.

The combination method is composed of five steps:

Step 1: Average feature extraction.
Step 2: Detect correctly segmented regions.
Step 3: Divide subregions into groups.
Step 4: Create correctly segmented regions from each group.
Step 5: Final process of the new segmentation result.

In Step 1 we detect the subregions in which all the segmentation
techniques are in agreement over a threshold (70%-high degree of
overlap) and then we extract some features of each subregion. Fi-
nally, we calculate the average values of these features. Our goal is
for the average features to approximate the average features of the
correctly segmented regions of the initial image. For example, in text
line segmentation task, it is expected that the features of the subre-
gions approximate the features of text lines, such as length of line,
height of line, etc (see Fig. 1).

In a similar way, in Step 2, we detect the subregions in which
all the segmentation techniques are in agreement over a threshold
(90%-very high degree of overlap). We decide that these subregions
are correctly segmented regions and so we add them to the new seg-
mentation result. Consequently, these subregions do not participate
at the following steps. For example, in text line segmentation task,
the detected subregions are text lines which have been detected cor-
rectly from all segmentation techniques (see Fig. 2).

In Step 3, we divide the remaining subregions into groups. We
integrate into a group all the subregions which interrelate according
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Fig. 2. An example of Step 2 in text line segmentation task; (a), (b) two different segmentation results with bounding boxes; (c) new segmentation result after applying Step 2.

Fig. 3. An example of Step 3 in text line segmentation task; (a), (b) two different segmentation results with bounding boxes; (c) groups of subregions after applying Step 3.

to segmentation results. We want all the subregions which form a
correctly segmented region to be members of the same group. So,
a group contains the subregions which form one or more correctly
segmented regions. For example, in text line segmentation task, a
group contains the subregions which form one or more text lines.
In other words, the subregions of a text line should not belong to
different groups (see Fig. 3). Our goal is to examine, at the next
step, each group separately and decide which subregions of it will
be merged in order to create correctly segmented regions.

In Step 4, we process every group of the previous step indepen-
dently (see Fig. 4). We start from a subregion of the group which
has the highest degree of overlap according to the segmentation re-
sults. Then, we examine which others subregions should be merged
with it until the features of the new region are closer to the average
features of Step 1. So the new region is accounted as a correctly seg-
mented region and we add it to the new segmentation result. We
repeat this process until all the subregions of the group have been
added to the new segmentation result.

Finally, in Step 5, we detect all the pixels of the foreground of the
initial which have not been added to the new segmentation result
and we merge them with the nearest region.

2.2. Definitions

Definition 1. Initial binary image
We consider a binary image:

I(x, y) =
{
1

0
where 1�x� Ix, 1�y� Iy (1)

where 1 and 0 correspond to the foreground and the background,
respectively.

Definition 2. Segmentation results
Let R1(x, y),R2(x, y), . . . ,RN(x, y) represent the results of N different

segmentation methods, which have been applied to the image I(x, y),
and are defined as follows:

Rj(x, y) ∈ Aj where Aj = {1, . . . ,nj} (2)

Each value rj in the set Aj denotes that a pixel belongs to the rthj
segment according to the jth method of segmentation. In Fig. 5 we
see a specific example with N = 3 segmentation methods.
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Fig. 4. An example of Step 4 in text line segmentation task; (a)–(c) three different segmentation results with bounding boxes; (d) subregions which belong at the same
group; (e)–(g) process of creation of the first correctly segmented region; (h)–(j) process of creation of the second correctly segmented region; (k)–(n) process of creation
of the third correctly segmented region.

Our goal is to generate a new segmentation result R(x,y):

R(x, y) ∈ A where A = {1, . . . ,n} (3)

using the segmentation results R1(x, y),R2(x, y), . . . ,RN(x, y).

Definition 3. Intersection of the segmentation results
We define the following binary images:

C(x, y)(r1,r2,...,rN) =

⎧⎪⎨
⎪⎩
1 if (R1(x, y) = r1 AND . . . AND

RN(x, y) = rN)

0 otherwise

(4)

where 1� rj�nj, j=1, . . . ,N, which represents the intersection of the
segmentation results with segment ids (r1, r2, . . . , rN) and so it defines
the subregion with segment ids (r1, r2, . . . , rN) (see Fig. 5e), and

Dj(x, y)(rj) =
{
1 if Rj(x, y) = rj
0 otherwise

(5)

where 1� rj�nj, j=1, . . . ,N, which represents the intersection of the
image I(x,y) with the rjth segment according to the jth method of
segmentation (see Fig. 5f).

Definition 4. Overlap between the segmentation results
In order to represent the overlap between the segmentation re-

sults we define the following function:

fj(r1, r2, . . . , rN) =
⎧⎨
⎩

∑
x,yC(x,y)(r1,r2,...,rN )∑

x,yDj(x,y)(rj )
if

∑
x,y

Dj(x, y)(rj) �0

0 othewise
(6)

where 1� rj�nj, j = 1, . . . ,N.
For example, in Fig. 5,

f1(3, 5, 4) =
∑

x,yC(x, y)(3,5,4)∑
x,yD1(x, y)(3)

= 9
11

= 0.81

which means that 81% of the pixels with value 3 in result R1(x, y)
have also value 5 in result R2(x, y) and value 4 in result R3(x, y).
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Fig. 5. An example with three different segmentation results, where blank pixels
represent the pixels of background (a) binary image I(x,y); (b), (c), (d) segmentation
results R1(x, y), R2(x, y) and R3(x, y), respectively; (e) binary image C(x, y)(3,5,4); (f)
binary image D1(x, y)(3).

Definition 5. High and very high degree of overlap
Using the function fj(r1, r2, . . . , rN) we define the sets HO and VHO

of subregions with segment ids (r1, r2, . . . , rN). The set HO contains
the subregions with segment ids (r1, r2, . . . , rN) in which all the seg-
mentation results have high degree of overlap (fj(r1, r2, . . . , rN)�70%)
and is defined as follows:

(r1, r2, . . . , rN) ∈ HO if fj(r1, r2, . . . , rN)�0.7 ∀j = 1, . . . ,N (7)

Similarly, the set VHO contains the subregions with segment ids
(r1, r2, . . . , rN) in which all the segmentation results have very high
degree of overlap (fj(r1, r2, . . . , rN)�90%) and is defined as follows:

(r1, r2, ..., rN) ∈ VHO if fj(r1, r2, . . . , rN)�0.9 ∀j = 1, . . . ,N (8)

Definition 6. Feature extraction
Finally, we define the following function:

V[Q(x, y)] = Feature Extraction [Q(x, y)] (9)

which receives as input a binary image Q(x,y) and returns a vector
V[Q(x, y)] = {v1,v2, . . . ,vp}, where 0�vi�1, i = 1, . . . ,p representing
specific features of the image Q(x,y). We choose the features accord-
ing to the segmentation problem which we have to solve, such as
line segmentation, word segmentation etc. In Section 3 we describe
specific features in order to combine line segmentation methods.

2.3. Methodology

Our goal is to find the subregions where all the segmentation
methods are in agreement and then, for the remaining subregions,
we use the features properly in order to decide which subregions
will be merged. The distinct steps we follow in order to generate the
new segmentation result R(x,y) are as follows:

Step 1: Average feature extraction.
At this step we extract the features of each subregion which is

member of set HO (see Eq. (7)) and then we calculate the average
values of these features AV = {av1, av2, . . . , avp}. In this way, it is
expected that the vector AV approximates the average features of
the correctly segmented regions. In order to achieve that we use the
following algorithm:

Algorithm 1. Calculate_Vector_AV [ ]

{
Step_1: Extract the features of each subregion which is member of
set HO

∀ (r1, r2, . . . , rN) ∈ HO
V[C(x, y)(r1,r2,. . ., rN)] = FeatureExtraction[C(x, y)(r1,r2,. . ., rN)]

Step_2: Calculate the average features

AV =
∑m

i=1V[C(x,y)(r1,r2,..., rN )]
m

}

where

m = |HO| (10)

and | · | is the cardinality of a set.
Step 2: Detect correctly segmented regions.
At this step we add to the new segmentation result R(x,y) the

subregions which are members of set VHO (see Eq. (8)). These sub-
regions are accounted as correctly segmented regions and do not
participate at the following steps. In order to achieve that we use
the following algorithm:

Algorithm 2. Detect_Correctly_Segmented_Regions [ ]

{
Step_1: Initialization of new segmentation result

R(x, y) = 0 ∀ x, y
Step_2: Add subregions which are members of set VHO to the new
segmentation result

k = 0
∀ (r1, r2, . . . , rN) ∈ VHO
{

k = k+1
R(x, y) = k∗C(x, y)(r1,r2,. . ., rN) ∀ x, y

}
}

where k = 1, . . . , z and

z = |VHO| (11)

Looking at the example of Fig. 5, we can detect the subregions
with segment ids (1, 1, 1) and (4, 6, 5) (see Figs. 6 and 7) which are
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Fig. 6. Subregion with segment ids (1,1,1) which is member of set VHO at the example of Fig. 5 (a)–(c); binary images D1(x, y)(1), D2(x, y)(1), D3(x, y)(1) respectively; (d) binary
image C(x, y)(1,1,1) .

Fig. 7. Subregion with segment ids (4,6,5) which is member of set VHO at the example of Fig. 5 (a)–(c); binary images D1(x, y)(4), D2(x, y)(6), D3(x, y)(5), respectively; (d) binary
imageC(x, y)(4,6,5) .

members of set VHO:

f1(1, 1, 1) = 21
23 = 0.91, f2(1, 1, 1) = 21

22 = 0.95,

f3(1, 1, 1) = 21
23 = 0.91

and

f1(4, 6, 5) = 20
22 = 0.90, f2(4, 6, 5) = 20

22 = 0.90,

f3(4, 6, 5) = 20
21 = 0.95

Fig. 8 depicts the new segmentation result R(x,y) after applying
Step 2 to the example of Fig. 5.

Step 3: Divide subregions into groups.
At this step the subregions with segments ids (r1, r2, . . . , rN), which

have been used in the previous step or they have at least one com-
mon segment id r1, r2, . . . , rN with them, do not participate. In our
example, the subregions which do not participate are the follow-
ing: (1, 1, 1) and (4, 6, 5) because they have been used in Step 2 (see
Figs. 6 and 7) and also the subregions (1, 2, 1), (3, 1, 4), (4, 4, 3), (4, 6, 6)
and (6, 6, 5) since they have at least one common segment id with
the combinations which have been used (see Fig. 9).
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Fig. 8. New segmentation result R(x, y) after applying Step 2 to the example of Fig. 5.

Fig. 9. Subregions which do not participate at Step 3.

We divide the remaining subregions with segments ids
(r1, r2, . . . , rN), where

∑
x,yC(x, y)(r1,r2,. . .,rN) �0, into groups Gi, i=1, . . . , l.

We want all the subregions which form a correctly segmented re-
gion to be members of the same group. In other words, a group
contains the subregions which form one or more correctly seg-
mented regions. The general objective is to examine, at the next
step, each group separately and decide which subregions of it will
be merged in order to create correctly segmented regions. In order
to create the groups we use the following algorithm:

Algorithm 3. Create_Groups [ ]

{
i = 0
Until all subregions (r1, r2, . . . , rN):

∑
x,yC(x, y)(r1,r2,. . ., rN) �0

have joined a group
{

Step_1: Create a new empty group Gi

i = i+1
Gi = ∅

Step_2: Find a subregion which doesn't belong to a group
Find (r1, r2, . . . , rN): [

∑
x,yC(x, y)(r1,r2,. . ., rN) �0 AND

(r1, r2, . . . , rN) /∈Gj, j = 1, . . . , i − 1]
Step_3: Call the recursive function Join_Group

Join_Group[Gi,(r1,r2, . . . , rN)]
}

}

where the recursive function Join_Group[Gi, (r1, r2, . . . , rN)], which re-
ceives as input a group and a subregion which doesn't belong to a
group, is defined as follows:

Algorithm 4. Join_Group [Gi, (r1, r2, . . . , rN)]

Fig. 10. Groups G1 and G2 after applying Step 3.

{
Step_1: Add the new subregion to the group Gi

Gi = Gi ∪ {(r1, r2, . . . , rN)}
Step_2: Find all the subregions which have at least one common

segment id with the initial subregion and they don't belong to a group
∀ (r′1, r

′
2, . . . , r

′
N) : [

∑
x,yC(x, y)(r′1,r′2,. . ., r′N) �0 AND

(r′1, r
′
2, . . . , r

′
N) /∈Gj, j = 1, . . . , i − 1]

if (r1 = r′1 OR . . .OR rN = r′N)
Step_3: Call the recursive function Join_Group

Join_Group[Gi = (r′1, r
′
2, . . . , r

′
N)]

}

In our example (see Fig. 5), two groups will be created:

G1 = {(2, 3, 2), (2, 3, 3), (2, 4, 3), (3, 4, 4), (3, 5, 4)}

and

G2 = {(5, 7, 6), (5, 8, 7), (6, 7, 6), (6, 8, 6), (6, 8, 7)}

Fig. 10 depicts these groups and their subregions.
Step 4: Create correctly segmented regions from each group.
At this step we process every group Gi, i = 1, . . . , l independently.

Algorithm 5 (Process_Group) finds a subregion with segments ids
(r1, r2, . . . , rN) in which the segmentation results have the highest de-
gree of overlap according to one segmentation result and also it has
not been added to the new segmentation result (g((r1, r2, . . . , rN))=0,
see Eq. (12)). Then, using Algorithm 6 (Merge_Subregions), it exam-
ines which others subregions should be merged with it until the
features of the new region are closer to the average features AV of
Step 1. So the new region is accounted as a correctly segmented re-
gion and we add it to the new segmentation result. We repeat this
process until all the subregions of the group have been added to the
new segmentation result. Algorithm 5 (Process_Group) is defined as
follows:

Algorithm 5. Process_Group [Gi]

{
Step_1: Initialize function g and parameters k and STOP

∀(r1, r2, . . . , rN) ∈ Gi g((r1, r2, . . . , rN)) = 0
k = z //see Eq. (11)
STOP = false

Step_2: Stop when every subregion of the group has been added to
the new segmentation result
Until (STOP = true)
{

k = k+1
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Step_3: Find the subregion which has the highest degree of
overlap

MI = max
(r1,r2,..., rN )∈Gi
g((r1,r2,..., rN ))=0

{f1(r1, r2, . . . , rN), . . . , fN(r1, r2, . . . , rN)}

Find (r1, r2, . . . , rN) ∈ Gi : [g((r1, r2, . . . , rN)) = 0 AND
(f1(r1, r2, ..., rN) = MI OR....OR fN(r1, r2, ..., rN) = MI)]
If (MI = 0)

STOP = true
Else
{

Step_4: Add this subregion to the new segmentation
result

R(x, y) = k∗C(x, y)(r1,r2,. . ., rN) ∀ x, y
g((r1, r2, . . . , rN)) = 1

Step_5: Calculate the difference between the features of
it and the average features of the image

V[C(x, y)(r1,r2,. . ., rN)] = FeatureExtraction[
C(x, y)(r1,r2,. . ., rN)]
Dif = |AV − V[C(x, y)(r1,r2,. . ., rN)]|
M(x, y) = C(x, y)(r1,r2,. . ., rN) ∀ x, y

Step_6: Examine if we should add other subregions
Merge[Gi, Dif, M(x,y), k]

}
}

}

where

g((r1, r2, . . . , rN)) =

⎧⎪⎨
⎪⎩
1 if (r1, r2, . . . , rN) has been added to the

new segmentation result

0 otherwise

(12)

and function Merge_Subregions[Gi,Dif ,M(x, y), k], which examine
which others subregions should be merged with the initial subre-
gion, is defined as follows:

Algorithm 6. Merge_Subregions [Gi, Dif, M(x,y), k]

{
Step_1: Initialize parameter STOP

STOP = false
Step_2: Stop when we have examined every subregion of the group

Until (STOP = true)
{

Step_ 3: Find the subregion which has the highest degree of
overlap and it has not been examined

MI = max
(r1,r2,..., rN )∈Gi
g((r1,r2,..., rN ))=0

{f1(r1, r2, . . . , rN), . . . , fN(r1, r2, . . . , rN)}

Find (r1, r2, . . . , rN) ∈ Gi : [g((r1, r2, . . . , rN)) = 0 AND
(f1(r1, r2, ..., rN) = MI OR....OR fN(r1, r2, ..., rN) = MI)]

If (MI = 0)
STOP = true

Else
{

Step_4: Merge this subregion with the initial region
M(x,y)

N(x, y) = M(x, y) + C(x, y)(r1,r2,. . ., rN) ∀ x, y
g((r1, r2, . . . , rN)) = 1

Step_5: Calculate the difference between the features of
it and the average features of the image

V[N(x, y)] = Feature Extraction[N(x, y)]
Dif1 = |AV − V[N(x, y)]|

If (Dif1 < Dif)
{

Step_6: Add the new subregion to the new segmen-
tation result
R(x, y) = k∗C(x, y)(r1,r2,. . ., rN) ∀ x, y
M(x, y) = N(x, y) ∀ x, y

}
Else

g((r1, r2, . . . , rN)) = 0
}

}
}

Fig. 11 depicts the distinct steps which we follow in order to
process group G2 = {(5, 7, 6), (5, 8, 7), (6, 7, 6), (6, 8, 6), (6, 8, 7)} in our
example, (see Fig. 10):

(1) Algorithm 5 (Process_Group):

• Start from subregion with segment ids (5, 7, 6) which has
f1(5, 7, 6) = 4/7 = 0.57 (see Fig. 11a).

• Add it to the new segmentation result R(x,y) (see Fig. 11b).
• Calculate the difference between the features of it and average

features AV, let Dif = 0.9.

(2) Algorithm 6 (Merge_Subregions):

• Examine if we can merge with it the subregion with segment
ids (6, 8, 7) which has f3(6, 8, 7) = 4/7 = 0.57, so we calculate the
difference between the features of the new region and average
features AV, let Dif2 = 0.7, (see Fig. 11c).

• Dif2<Dif1, so we add it to the new segmentation result R(x,y) (see
Fig. 11d).

• Examine if we can merge with it the subregion with segment
ids (5, 8, 7) which has f1(5, 8, 7) = 3/7 = 0.43, so we calculate the
difference between the features of the new region and average
features AV, let Dif3 = 0.5, (see Fig. 11e).

• Dif3<Dif2, so we add it to the new segmentation result R(x,y) (see
Fig. 11f).

• Examine if we can merge with it the subregion with segment ids
(6, 7, 6) which has f2(6, 7, 6) = 3/7 = 0.43 (see Fig. 11(g), so we
calculate the difference between the features of the new region
and average features AV, let Dif4 = 0.6.

• Dif4>Dif3, so we do not add it to the new segmentation result
R(x,y).

• Examine if we can merge with it the subregion with segment ids
(6, 8, 6) which has f1(6, 8, 6) = 5/12 = 0.41 (see Fig. 11(h), so we
calculate the difference between the features of the new region
and average features AV, let Dif5 = 0.55.

• Dif5>Dif3, so we do not add it to the new segmentation result
R(x,y).

(3) Algorithm 5 (Process_Group):

• We have examined all the subregions, so we start now from sub-
region with segment ids (6, 7, 6) which has f2(6, 7, 6) = 3/7 = 0.43
(see Fig. 11i).

• Add it to the new segmentation result R(x,y) (see Fig. 11j).
• Calculate the difference between the features of it and average

features AV, let Dif6 = 0.85.
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Fig. 11. Apply Step 4 at group G2.

Fig. 12. New segmentation result R(x, y) after applying Step 4 at group G1.

(4) Algorithm 6 (Merge_Subregions):

• Examine if we can merge with it the subregion with segment
ids (6, 8, 6) which has f1(6, 8, 6)=5/12=0.41, so we calculate the
difference between the features of the new region and average
features AV, let Dif7 = 0.45, (see Fig. 11k).

Fig. 13. Final segmentation result R(x, y) after applying Step 5.

• Dif7<Dif6, so we add it to the new segmentation result R(x,y)
(see Fig. 11(l)).

With similar steps, we process group G1 (see Fig. 12).
Step 5: Final process of the new segmentation result.
At this step every pixel of the foreground, which does not

have a segment id at the new segmentation result image R(x,y)
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Table 1
Comparative results

M o2o gt_o2m gt_m2o d_o2m d_m2o DR (%) RA (%) FM (%)

Projection profiles 1248 841 18 163 72 38 77.4 69.5 73.2
Adaptive RLSA 1314 860 71 168 78 156 80.3 69.9 74.7
After combination of projection profiles and adaptive RLSA 1152 1071 11 52 26 25 94.9 94.0 94.4

(see Fig. 9), inherits the id of themajority of its eight neighbors pixels.
Fig. 13 depicts the final segmentation result R(x,y) after applying
Step 5 in our example.

3. Experimental results

To verify the validity of the proposed method we use two com-
plementary line segmentation methods, projection profiles based on
Ref. [12] and Adaptive RLSA based on Ref. [16]. In Ref. [12], each
minimum of the profile curve is a potential segmentation point. Po-
tential points are then scored according to their distance to adja-
cent segmentation points. The reference distance is obtained from
the histogram of distances between adjacent potential segmentation
points. The highest scored segmentation point is used as an anchor
to derive the remaining ones. In Ref. [16], Makridis and Nikolaou pro-
pose the adaptive RLSA which is an extension of the classical RLSA
in the sense that additional smoothing constraints are set in regard
to the geometrical properties of neighboring connected components.
The replacement of background pixels with foreground pixels is per-
formed when these constraints are satisfied.

We apply each method to a set of 50 handwritten documents
(1144 text line segments), which are written in several languages.
Then, using the two different segmentation results for each image,
we generate a new segmentation result according to the proposed
combination method. For this reason we use the following features
of a region according to Eq. (9):

v1 = lengthof theboundingbox
lengthof image

(13)

v2 = height of theboundingbox
height of image

(14)

v3 = v2
v1

(15)

v4 = foregroundpixels
total pixels

(16)

v5 = x co-ordinate of middle point
length of image

(17)

v6 = median stroke width in the row with the maximum number of black–white transitions
length of image

(18)

For the purpose of the evaluation, we manually marked the cor-
rect line segments in the set of 50 images. The performance evalu-
ation was based on counting the number of matches between the
lines detected by the segmentation algorithms or their combination
and the lines in the ground truth [16,24,25]. We used a MatchScore
table whose values are calculated according to the overlap of the la-
beled pixel set as text line and the ground truth. Let I be the set of
all images points, Gj the set of all points inside the j ground truth re-
gion, Ri the set of all points inside the i result region, T(s) a function
that counts the elements of set s. TableMatchScore(i,j) represents the
matching results of the j ground truth region and the i result region.
Based on a pixel based approach of Ref. [25], we define that:

Match Score(i, j) = T(Gj ∩ Ri ∩ I)
T((Gj ∪ Ri) ∩ I)

(19)

Fig. 14. Segmentation results with the bounding boxes: (a) projection profiles; (b)
adaptive RLSA; (c) final result after combination.

We consider a one-to-one match only if the matching score is
equal or above the evaluator's acceptance threshold Ta. If N is the
count of ground truth regions, M is the count of result regions and
w1, w2,w3,w4,w5,w6 are pre-determined weights, we calculate the
detection rate (DR) and recognition accuracy (RA) as follows:

DR = w1
o2o
N

+ w2
gt_o2m

N
+ w3

gt_m2o
N

(20)

RA = w4
o2o
M

+ w5
d_o2m

M
+ w6

d_m2o
M

(21)

where o2o (one-to-one), gt_o2m (one-to-many), gt_m2o (many-to-
one), d_o2m and o_m2o are calculated from MatchScore table (see
Eq. (19)) using acceptance threshold Ta and following the steps of
Ref. [24].
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An overall F-measure (FM) for text line detection can be defined
if we combine the values of detection rate (DR) and recognition
accuracy (RA):

FM = 2DR RA
DR + RA

(22)

We evaluated the performance of the two segmentation algo-
rithms and their combination for text line using Eqs. (19)–(22) for all
50 images with N = 1144 text line segments and parameters w1 =1,
w2 = 0.25, w3 = 0.25, w4 = 1, w5 = 0.25, w6 = 0.25 and acceptance
threshold Ta =95%. As depicted in Table 1, the new segmentation re-
sult outperforms the two others methods and it increases the over-
all evaluation measure about 20%. Fig. 14 depicts an example of
the proposed combination method, in which after the combination
method all text lines have been detected correctly. Even though both
segmentation methods, projection profiles and Adaptive RLSA, have
splitted the same text line, this has been corrected by the combina-
tion method.

4. Concluding remarks

This paper proposes an efficient combination method of segmen-
tation techniques. The proposed method combines the segmenta-
tion results of complementary techniques, where each technique can
solve some different difficult problems, in order to increase the ef-
ficiency and the accuracy of the segmentation result. Also, it uses
specific features of the initial document depending on the segmenta-
tion problem which we have to solve, such as line, word or character
segmentation. Experimental results on line segmentation methods
demonstrate the effectiveness of the proposed combination method,
as it increases the overall evaluation measure about 20%. Our future
research will focus on the application of the proposed method using
more segmentation techniques and in different segmentation prob-
lems, such as word and character segmentation.
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