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There are many challenges addressed in handwritten document image binarization, such as faint charac-
ters, bleed-through and large background ink stains. Usually, binarization methods cannot deal with all
the degradation types effectively. Motivated by the low detection rate of faint characters in binarization
of handwritten document images, a combination of a global and a local adaptive binarization method at
connected component level is proposed that aims in an improved overall performance. Initially, back-
ground estimation is applied along with image normalization based on background compensation. After-
wards, global binarization is performed on the normalized image. In the binarized image very small
components are discarded and representative characteristics of a document image such as the stroke
width and the contrast are computed. Furthermore, local adaptive binarization is performed on the nor-
malized image taking into account the aforementioned characteristics. Finally, the two binarization out-
puts are combined at connected component level. Our method achieves top performance after extensive
testing on the DIBCO (Document Image Binarization Contest) series datasets which include a variety of

degraded handwritten document images.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Document image binarization is the process that segments the
document image into text and background by removing any exist-
ing degradations. It is an important pre-processing step of the doc-
ument image processing and analysis pipeline that affects the
segmentation stage as well as the final OCR performance. There
are many challenges addressed in handwritten document image
processing especially in the historical documents which are usually
degraded. Handwritten documents are more difficult to be pro-
cessed than the machine-printed documents because they lack a
specific structure. For instance, in handwritten documents the
characters may be connected within a word and words from differ-
ent text lines may be connected due to the calligraphic writing
style. Additionally, the use of pen quills, which was mostly used
in historical handwritten documents, is responsible for several
degradations including faint characters (Fig. 1(a)), bleed-through
(Fig. 1(c)) and large stains (Fig. 1(b)).

Many document image binarization methods have been pro-
posed which are usually classified in two main categories, namely
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global and local. Global thresholding methods use a single thresh-
old for all the image, while local methods find a local threshold
based on local statistics and characteristics within a window (e.g.
mean g, standard deviation o, edge contrast). Reference points in
binarization are considered the global thresholding method of Otsu
(1979, hereafter Otsu), and the local methods of Niblack (1986,
hereafter Niblack) and Sauvola and Pietikainen (2000, hereafter
Sauvola) which are widely incorporated in binarization methods
that followed (e.g. Kim et al., 2002; Gatos et al., 2006; Lu et al.,
2010). In the case of document images with bimodal histogram,
Otsu yields satisfactory results but cannot effectively handle docu-
ments with degradations such as faint characters, bleed-through or
uneven background. Niblack calculates for each pixel local statis-
tics (u,0) within a window and adapts the local threshold
(T =pu+ k= o) according to those local statistics. Niblack has the
advantage to detect the text but it introduces a lot of background
noise. Sauvola modified the Niblack threshold to decrease the
background noise but the text detection rate is also decreased
while bleed-through still remains in most cases.

Certain binarization methods have incorporated background
estimation and normalization steps (e.g. Gatos et al., 2006; Lu
et al,, 2010; Messaoud et al., 2011), as well as local contrast com-
putations to provide improved binarization results (e.g. Su et al.,
2010; Valizadeh and Kabir, 2012; Howe, 2011; Hedjam et al.,
2011). Other binarization methods, aiming in an increased binari-
zation performance, proposed combination methodologies of bina-
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rization methods (e.g. Gatos et al., 2008; Su et al., 2011), while
water-flow based methods (e.g. Kim et al., 2002), consider the im-
age as 3D terrain with valleys and mountains corresponding to text
and background regions, respectively. Representative binarization
methods of the aforementioned categories are described in the
following.

In (Kim et al., 2002) method, the original image was considered
as a 3D terrain on which water was poured to fill the valleys that
represented the textual components. The final binarization result
was produced by applying Otsu to the compensated image, i.e.
the difference between the original image and the water-filled im-
age. Gatos et al. (2006), used wiener filter for pre-processing and
estimated the background taking into account Sauvola’s binariza-
tion output. The final threshold was based on the difference be-
tween the estimated background and the preprocessed image
while post-processing enhanced the final result. Although this
method achieves better OCR performance than Sauvola, it inherits
some drawbacks of Sauvola. For instance, faint characters cannot
be successfully restored while bleed-through remains. In the
recent work of Lu et al. (2010), the background was estimated
using polynomial smoothing for each row and column of the origi-
nal image. Then, the original image was normalized and Otsu was
performed to detect the text stroke edges. Furthermore, their local
threshold formula was based on the local number of the detected
text stroke edges and their mean intensity. Although this method
provides high overall results achieving the first position in DIB-
CO’09 contest (Gatos et al., 2011), it has certain limitation as stated
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Fig. 1. Example degraded handwritten document images containing: (a) faint
characters; (b) uneven background; (c) bleed-through.

by the authors. It is based on the local contrast for the final
thresholding and hence some bleed-though noise remains or noisy
background components of high contrast. Messaoud et al. (2011)
proposed a combination between a preprocessing step and a local-
ization step. In the preprocessing step, wiener filtering or shading
correction was performed after estimating the background using
median filtering. In the localization step, Canny (1986, hereafter
Canny) edges were used along with their bounding boxes. The final
binarization was performed within the bounding boxes using Otsu,
Sauvola or Lu et al. (2010) threshold. Although Canny edges may
miss some information or detect noise, this method provides
relatively good results and it is ranked at the 4th position of the
DIBCO’11 contest concerning all images (both printed and hand-
written). In Fig. 2(b), the noise introduced by the use of bounding
boxes can be seen.

In (Su et al., 2010), the authors calculated the image contrast
(based on the local maximum and minimum intensity; van Herk
(1992)) and binarized the contrast image using Otsu to detect
the text edge pixels. They used a local thresholding formula similar
to Lu et al. (2010) and presented better results than Lu et al. (2010).
The authors also participated with a modified version of this
method (Canny edges are additionally considered) in the binariza-
tion contests of H-DIBCO’10 and DIBCO’11 (Pratikakis et al., 2010;
Pratikakis et al., 2011a), where they achieved 1st and 2nd rank,
respectively. This method is capable of removing the majority of
the background noise and bleed-through but it does not detect
the faint characters effectively (Fig. 2(c), Pratikakis (2011b)). Howe
(2011) proposed a method based on the Laplacian of the image
intensity, in which an energy function was minimized via a
graph-cut computation. It incorporates Canny edge information
in the graph construction to encourage solutions where disconti-
nuities align with detected edges. It is an efficient method that uses
several parameters. The author tuned the parameters on the DIB-
CO’09 set and achieved 3rd position on H-DIBCO’10 and the same
position on DIBCO’11 (including both printed and handwritten
images). However, this method misses faint character parts and
introduces background noise (Fig. 2(e)). Hedjam et al. (2011) used
Gaussian models for the foreground and the background and
performed inpainting (Bertalmio et al., 2000) using the foreground
of Sauvola binarization as the inpainting mask. The inpainting
mask and the inverse version of it were filled in using local statis-
tics (e.g. mean, standard deviation) of the background and the
foreground, respectively. Experimental results on the DIBCO’09
demonstrate a slight improvement of the Lu et al. (2010) method,
however information about the presence of bleed-through was
considered to be known. Ntirogiannis et al. (2009), modified the
logical level technique of Yang and Yan (2000) which considers
both the gray-level and the local contrast calculated from anti-
diametric points. The authors used the Gatos et al. (2006) binariza-
tion result to adaptively define the local stroke width and modified
the local threshold criterion to augment the contrast in favour of
faint character detection. This method had similar performance
to Gatos et al. (2006) and could not effectively remove the bleed-
through (as being similar to faint characters) and noise in regions
of local contrast changes (Fig. 2(d)).

As far as the combination methodologies are concerned, Su et al.
(2011) proposed a framework for combination of binarization
methods in which pixels are classified in 3 categories, foreground,
background and uncertain. Specifically, a pixel is considered fore-
ground if it is a foreground pixel in all the combined binarization
outputs and the same holds for the background pixels. Uncertain
pixels are classified (iteratively until all uncertain pixels are classi-
fied) according to their difference (in terms of intensity and local
contrast), from the background and the foreground classified pixels
within a neighbourhood. Local contrast is calculated according to
the image intensity and the maximum intensity. In (Su et al.,
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Fig. 2. (a) Representative image from DIBCO'11 dataset; corresponding binarization result produced by the method (b) Messaoud et al. (2011); (c) Su et al. (2010); (d)

Ntirogiannis et al. (2009); (e) Howe (2011); (f) Gatos et al. (2008).

2011), the authors presented good results on the whole dataset
(both printed and handwritten) of the DIBCO’09 and did not report
any results on H-DIBCO'10 contest. Furthermore, the proposed
contrast computation augments the contrast in the faint characters
but it also augments the contrast in background noisy components
and bleed-through. Another framework for combination of binari-
zation methods was proposed by Gatos et al. (2008), in which fore-
ground pixels from different binarization methods were selected
using a majority vote. Canny edges were also incorporated to
enhance the combination result by filling white runs between
the Canny edges that correspond to foreground. This method
improves the results of the authors previous work (Gatos et al.,
2006) but it depends on the Canny edges by which faint characters
can be undetected while background noise including bleed-
through can be detected (Fig. 2(f)).

Motivated by the challenge to handle both faint characters and
bleed-through which are frequently appearing in handwritten
document images, we developed a new combined binarization
method. The proposed method contains distinct steps including
inpainting, background estimation and image normalization, con-
trast calculation and combination of global and local binarization
results. For the background estimation, we follow an inpainting
procedure which improves the combined binarization result.
Furthermore, we calculate the contrast in a global manner and
perform combination at connected component level to fully detect
the faint characters when possible. Additionally, we perform
post-processing at an intermediate step to remove small noisy
components that the background estimation and image normaliza-
tion cannot detect and remove, also avoiding in this way the
combination with noisy background components.

In the following, the proposed method is detailed in Section 2,
while in Section 3 the experimental results are demonstrated.
Finally, conclusions are drawn in Section 4.

2. The proposed method

The proposed combined binarization approach comprises sev-
eral steps. In the first step, background estimation is performed
using an inpainting procedure initialized by the Niblack binariza-
tion output. In the sequel, image normalization is applied to
correct large background variations. The normalized image is used
in the global and local binarization steps that follow.

The global Otsu binarization followed by post-processing to dis-
card very small components leads to the removal of most of the
background noise, however, faint character could be also removed.
In this respect, an appropriate binarization method that detects the
faint characters is required. For this purpose, Niblack has been con-
sidered as the best candidate. For efficient estimation of Niblack’s
parameters, the window size w is set according to the character
stroke width SW and the k parameter according to the image
contrast C. For efficient stroke width and image contrast estimation
a skeletonization step is performed.

In the final step, the aforementioned Otsu and Niblack binariza-
tion outputs are combined at connected component (CC) level to
produce the final binarization result. It is worth mentioning that
the proposed method, developed for handwritten documents,
assumes that text is darker than the background at each step; thus
if applied to machine-printed documents with areas of inverted
text, those areas should be inverted back to normal (darker
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Fig. 3. The stages of the proposed technique.

characters on brighter background). A flow diagram of the distinct
steps of the proposed method is shown in Fig. 3. These steps are
detailed in the following sections.

2.1. Inpainting for background estimation

Concerning background estimation, some techniques use a
smoothing procedure (e.g. Lu et al., 2010; Messaoud et al., 2011),
while Gatos et al. (2006) use the Sauvola binarization result as a
mask for interpolation calculating the average value of the Sauvola’s
background pixels within a large window. Another way for approx-
imating the background is the use of inpainting. Zhang et al. (2009)
used a quite complex (and relatively time-consuming) iterative
inpainting procedure based on Chan and Shen (2002), mainly for
shape reconstruction and background restoration purposes. They
used the Canny edges and performed morphological dilation
followed by closing operation to get the final inpainting mask.

In the proposed method, the underlying idea for the background
estimation is to perform inpainting using Niblack’s binarization
output as the inpainting mask, since Niblack detects almost all
the textual content achieving very high Recall rate as demon-
strated in (Ntirogiannis et al., 2008, 2009). Particularly, the esti-
mated background image inherits the intensity of the original
image for pixels that correspond to background pixels of Niblack,
while the foreground area produced by Niblack is filled in during
inpainting with surrounding background information of the origi-
nal image. In the proposed method, Niblack’s foreground result is
initially dilated using a 3x3 mask (Fig. 4(b)) in order to exclude
background pixels near the character edges which may have inten-
sity closer to the foreground intensity. At this stage, we use fixed
parameter settings for Niblack that can handle effectively most
cases, i.e. window size w=60 and k= —-0.2.

For the proposed inpainting, we use a simple, fast and effective
procedure that requires five passes of the image. The first four im-
age passes are performed following the LRTB, LRBT, RLTB and RLBT
directions, where L, R, T and B refer to Left, Right, Top and Bottom,
respectively. In each pass i, we use as input the original image and
get as output an inpainting image P(x,y). In particular, for each
“mask” pixel, we calculate the average of the “non-mask” pixels
in the 4-connected neighbourhood (cross-type) and consider that
pixel as a “non-mask pixel” for consecutive computations of that
pass. At the final (fifth) image pass, for any direction chosen, we
take into account all four images of the four previous inpainting
passes (P(x,y),i=1,...,4) and for each pixel we keep the minimum
intensity. Example inpainting passes are shown in Fig. 4(c) and (d).
In mathematical terms, let I(x,y) be the original grayscale image
with range [0,255] with 0 corresponding to foreground and 255
to background and IM(x,y) be the bi-level inpainting mask with
0 corresponding to foreground and 1 to background. Then, the final
inpainting result BG(X,y) that corresponds to the estimated
background image is produced by the Algorithm 1 for which the
corresponding pseudocode is given. Example background estima-
tion results are presented in Fig. 4(e) and (h).

Algorithm 1. The proposed inpainting procedure

I(x,y): Original Image, IM(x,y): Inpainting Mask
Pi(x,y): Inpainting result of pass i, BG(x,y): Estimated
Background
Ix, ly: Image Width and Height
Xseare[4] = 0,0,IX,IX, Xeng[4]=1X,1X,0,0
Vstare[4] = 01y,0,1y, Yena[4]=1y,0,1y,0
fori=1—-4do
M =IM
for y = ygr[i] — Yenq[i] do
for x = Xsare[i] — Xena[i] dO
if M(x,y) =0 then
Pi(x,y) = Average (I(x — 1,y)-M(x — 1,y),I(x,y — 1)
M(xy — 1),
I(x+1y)M(x + Ly)l(xy + 1)}M(xy + 1))
I(va) = Pi(XYY)
M(x,y)=1
end if
end for
end for
end for
for y = Ysar[1] = Yena[1] do
for X = Xgqre[1] — Xena[1] do
BG(x,y)=min(Pi(x,y)),i=1,...,4
end for
end for

It is worth mentioning, that the proposed inpainting procedure
was developed aiming in improved performance on subsequent
steps. In particular, by keeping the minimum value among the first
four inpainting passes P;, more background noise is erased when
global Otsu is applied on the normalized image, while textual
content is better separated from interfering noise from borders of
large stains (or large background variations in general) when
Niblack is applied. In Section 3, experiments demonstrate the
effectiveness of the proposed inpainting procedure.

2.2. Image Normalization

Background estimation followed by the image normalization
procedure are often used to balance the illumination of a picture
that is taken under uneven lighting conditions. This method
modifies the image towards a bi-modal distribution that can be
globally binarized with improved success. The main principle of
the aforementioned method is that the observed image I(x,y)
equals to the product of the illumination (scene lighting condi-
tions) S(x,y) and the reflectance R(x,y) of the picture objects. If
the lighting conditions can be reproduced without any scene
objects I'(X,y), then the normalized image equals to I(X,y)/I'(X,y).
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Fig. 4. Examples of Background Estimation and Image Normalization: (a) original image; (b) dilated Niblack, inpainting mask; (c) and (d) the LRTB and RLBT inpainting
passes, respectively; (e) estimated background; (f) normalized image; (g) original image; (h) estimated background; (i) normalized image; (j) and (k) the intensity profile

along the horizontal dashed black line of (g) and (i), respectively.

In the case of document images, we consider that the image that
corresponds to the lighting conditions without any scene objects
I'(x,y) is represented by the estimated background image BG(X,y).
Then, according to the aforementioned discussion, the normalized

image F(x,y) would be equal to I(X,y)/BG(x,y). The F(x,y) image is

also normalized in the range between the minimum and maximum
value of the original image Eq. (1), otherwise we could stretch the

F(x,y) image to [0,255] but this leads to potential loss of faint char-
acters and some noise remains.

wa:hm—ww

F(X,y) _Fmin

Fmax - Fmin + Imin—‘ (1)

where: F(x,y) = &L in order to be theoretically correct and

= BGxy)+ 1’

eliminate any possibility of division by zero.
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Imin, Imax and Frin, Frnex denote the minimum and maximum val-
ues of I(x,y) and F(x,y) images, respectively.

Example normalization results are presented in Fig. 4(f) and (i),
while in Fig. 4(j)-(k) the background flattening produced by the
image normalization is shown.

2.3. Global binarization of the normalized image and post-processing

Given that the original image has been normalized using back-
ground estimation, we can efficiently apply the global binarization
method of Otsu on the N(x,y) image. In this way, we detect the
main text of the image, from which we can calculate document im-
age features that are required in consecutive steps (e.g. the charac-
ter stroke width and the image contrast). However, it is important
to remove small noisy components to minimize the noise contribu-
tion in our calculations and to decrease the false combination
when Otsu is combined at connected component level with the Ni-
black binarization result.

We consider that the aforementioned noise consist of several
components corresponding to a small part of the detected fore-
ground. Hence, the ratio between the total number of pixels that
correspond to components of a small height and the number of
those components, is expected to be very low. In particular, we
consider O(x,y) to be the Otsu binarization result with “1” corre-
sponding to foreground and “0” to background. Furthermore, let
0i(x,y) be the i-th connected component of O(x,y) with i=1,...,
NCo, where NCp is the number of the connected components of
0O(x,y) and O;(x,y) equals to “1” only at foreground pixels of the
i-th connected component and “0” elsewhere. Then, we discard
all connected components smaller than height h, as determined
by the criterion specified by Eq. (2).

N .

K> @
=1
where:

h denotes the minimum connected component height for which
the above relation Eq. (2) is satisfied.

) Ix ly Oix. .
RP = M denotes the ratio between the number of

>0

foreground pixels of Otsu connected components of height j, (i.e.

0'(x,y)) and the total number of foreground pixels of Otsu.

RC = }¢, denotes the ratio between the number NC' of the con-
nected components of height j and the total number NCy of con-
nected components of Otsu.

Based upon the aforementioned post-processing criterion, the
Otsu image OP(x,y) after post-processing can be defined by Eq.

(3) as follows.

NCo

OP(x,y) = | JOi(x,y),Vi: H(i) > h 3)
i=1

where h is given by Eq. (2) and H(i) denotes the height of the i-th

connected component of Otsu O;(x,y).

Example result of Otsu accompanied by the aforementioned
post-processing OP(X,y) is presented in Fig. 5 in which the histo-
gram (original values are multiplied by 100 for better visualiza-
tion) of the CC height versus the post-processing criterion is
demonstrated as well.

2.4. Local binarization of the normalized image

As mentioned in the previous section, the post-processing result
of Otsu OP(x,y) is a good estimation of the text and can be used to
detect the stroke width of the characters as well as the average va-
lue and the standard deviation of the text. Firstly, the post-process-

ing result of Otsu is skeletonized S(x,y) using the technique of Lee
and Chen (1992). The stroke width is adaptively detected based on
the method described in (Ntirogiannis et al., 2009) which uses the
skeleton and the corresponding contour points. In more details, for
each skeleton point S(x,y), the smallest distance D from the con-
tour points is computed and the corresponding stroke width that
equals to 2D + 1 is assigned to that skeleton point ($*"(x,y)). After-
wards, for each connected component j of the skeleton we consider
the maximum of the stroke width values of the corresponding skel-
eton points (5;”(x,y)) and the final stroke width of the image SW
gets the average stroke width of all connected components of the
skeleton Eq. (4).

SW = Average(SW;), j=1,2,...,# skeleton CCs (4)
where SW; = Max(5;" (x, y)).

In the proposed method, the skeleton S(x,y) is also used for the
calculation of the average value and the standard deviation of the
foreground that are required for the image contrast computation.
The main reason for using the skeleton instead of the whole bina-
rization result is that pixels near the contour of the binarization re-
sult may belong to transition pixels or even to background pixels
and hence bias our calculations. However, skeleton points have
much greater probability of belonging to foreground pixels. Hence,
we calculate the average foreground intensity FGgyerqge and the cor-
responding standard deviation FGy, using the pixels of the original
image that correspond to the skeleton pixels S(x,y), while the cor-
responding values (average and standard deviation) of the back-
ground are calculated using a modified estimated background
image BG'(X,y). The estimated background image BG(x,y) was cal-
culated according to the minimum of the 4 directional inpainting
passes to achieve better normalization and consequently better
binarization results (see Section 2.1). At this stage the average va-
lue of the four directional inpainting passes is considered
(BG'(x,y) = Average(P;(x,y)),i = 1,..,4) for better statistic results.

Image contrast is determined by the difference among the im-
age foreground and background intensity. In (Su et al., 2010), the
local contrast was computed taking into account the minimum
and maximum intensity within a neighbourhood following the
contrast formula of Michelson (1927). In (Su et al., 2011), the same
authors used the maximum and the central intensity of the local
neighbourhood to compute the local contrast following the “We-
ber” rule for contrast. Concerning the global contrast of the image,
the contrast ratio is often used, i.e. the ratio between the fore-
ground and the background intensity, and the logarithmic (log)
of the contrast ratio has also been used (e.g. Spillmann and Levine,
1971) including document image applications (Roufs and Bosch-
man, 1997). In the proposed method, we use the log contrast ratio
Eq. (5) modified for degraded document images. As numerator, we
use the average foreground intensity FGyyerqge increased by the fore-
ground standard deviation FGgy in order to be closer to the faint
character’s intensity and as denominator we use the average back-
ground intensity BGc/:wemge decreased by the background standard
deviation BG,, in order to be closer to the background variations
such as shadows and stains. In Eq. (5), the constant “-50” is used
to limit the values between 0-100, approximately. Specifically,
excluding the case in which all foreground pixels have 0 intensity
and the all background pixels have 255 intensity, then in the ex-
treme case of having numerator FGgyerqge + FGstg = 2.5 and denom-
inator BGy,eqe — BGyy = 252.5, the log ratio equals to —2 and
hence contrast C equals to 100 in this case. From our experiments
that were conducted using historical images with various degrada-
tions, the values of contrast C were between 3-40 approximately.
For instance, the contrast C of Figs. 1(c), 4(g) and 5(a) are 38.9,
14 and 3.4, respectively; while the corresponding SW values are
7, 4 and 8, respectively.
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The Niblack parameters which are the window size w and the “k”
are set according to the Stroke Width of the characters SW and
the image contrast C. Specifically, w equals 2SW and k (which is
set to —0.2 by default) is proportional to the image contrast C but
quantized according to Eq. (6) for better faint character detection.
The constant window size of Niblack is suitable for handwritten
documents which contain small variations in stroke width sizes
and for fast algorithmic implementation.

k=-02-0.1- Kfo)J (6)

2.5. Combination of the global and local binarization results

The result of the Otsu binarization on the proposed normalized
image followed by the post-processing step contains low back-
ground noise but fails to retain the faint parts of the characters.
On the contrary, the Niblack result contains much background
noise but detects the faint characters efficiently enough. In the
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Fig. 6. Combination of global and local binarization results of 4(g): (a) Otsu of 4(i); (b) post-processing of (a)
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proposed method we combine the aforementioned Otsu result
with the Niblack result, taking into account that Niblack achieves
high text-to-background separation rate when applied on the pro-
posed normalized image N(x,y) and under the correct w, k. In this
respect, we aim in recovering the faint parts of the aforementioned
Otsu result while retaining low levels of background noise.

In particular, we keep every connected component of Niblack
that has common foreground pixels with the Otsu binarization re-
sult after post-processing OP(x,y). However, Niblack’s components
are excluded if they are covered only by a small percent of Otsu
pixels. Formally, let NB;(x,y) be the j-th connected component of
the Niblack result with “1” at the foreground pixels of the j-th

Table 1
Comparison with the top-3 binarization methods using the Handwritten images of the DIBCO’09, H-DIBCO’10 and DIBCO’11 contests, followed by the individual score per image
for DIBCO'11.
Method Score Measures
FM PSNR NRM MPM p-FM DRD
DIBCO’09 3rd 36 86.16 18.32 6.25 1.54 - -
2nd 31 86.02 18.57 6.39 0.95 - -
1st 10 88.65 19.42 5.11 0.34 - -
Proposed 7 92.64 21.28 2.84 0.48 - -
HDIBCO'10 3rd 23 91.78 19.67 4.77 1.33 94.43 -
2nd 21 91.50 19.78 5.98 0.49 93.58 -
1st 19 89.70 19.15 8.18 0.29 95.15 -
Proposed 9 94.34 21.60 3.04 0.32 94.14 -
DIBCO'11 3rd 233 87.18 17.76 - 2.94 - 4.14
2nd 166 88.74 18.76 - 5.47 - 4.01
st 85 92.38 19.93 - 2.04 - 2.36
Proposed 73 94.05 21.65 - 4.93 - 2.60
DIBCO’11 Details Images
HW1 HW2 HW3 HW4 HW5 HW6 HW?7 HWS8
Score per Image
3rd 20 45 32 32 16 14 39 35
2nd 45 24 14 15 10 19 10 29
st 7 23 14 10 8 4 9 10
Proposed 15 4 4 4 13 19 8 6
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connected component and “0” elsewhere. Then, the combination
result CO(x,y) contains all NB; components that satisfy Eq. (7). In
other words, indirect post-processing is performed since large Ni-
black components that correspond to just a few Otsu pixels are ex-
cluded from the combination. Moreover, the image contrast C is
closely related to the level of background noise that remains after
the global Otsu step, since for bleed-through images that usually
have high contrast C, more background noise remains, even though
the background estimation and normalization step. Example bina-
rization combination result is presented in Fig. 6 with and without
the proposed indirect post-processing.

CO(x,y) = LHJNB,-(x,y), Vj:d(j) = true (7)
j=1

Ix Iy
. e ~OP(x.y)-NB;(x.y)
true,if100 L1 Dy PN 1) *’;y*‘ - g
Zx:1 Zy:l NB;(x.y)

false, otherwise

where d(j) = {

It is worth mentioning that the components of Niblack that we
kept may contain some artefacts due to the image normalization
and the constant window size. Hence, we enhance the binarization
result CO(x,y), by using the result of Otsu. In more details, in the

che 8978,

how Banscl 2o G @y .»’/7%
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D P o adattof Hom e e orny iy o

(a

(e)

o Hho Ay anw Savy ooy cto Ffarely o

final binarization result FB(X,y) Eq. (8) we include all pixels of Otsu
O(x,y) for which a pixel of the combination result image CO(x,y)
can be detected in the 8-connected neighbourhood (Fig. 6(f)).

FB(x,y) = CO(x,y) U (O(x.y) - f(x,¥))

s X+1 y+1
where f(x,y) = {(1)v:)ftggwignzy4€0(mvn) >0

8)

3. Experimental results

For the experiments we used the handwritten images of the
DIBCO series which are publicly available, Gatos et al. (2011); Pra-
tikakis et al. (2010); Pratikakis et al. (2011a). All images of the
aforementioned contests were taken from the Library Of Congress
(http://memory.loc.gov/ammem), contain various degradations
such as shadows, non-uniform illumination, stains, smudges,
bleed-through, faint characters, etc. and have various specifica-
tions, such as grayscale (8-bit) or colour (24-bit), jpeg or tiff format
and their resolution range from 200 to 400 dpi, with the majority
being at 300 dpi. Additionally, the first contest (DIBCO’09) contains
five (5) handwritten images with forty-three (43) competing tech-
niques while the second (H-DIBCO’10) and the third (DIBCO’'11)
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Fig. 7. Results of the proposed method on handwritten images of DIBCO’09 and HDIBCO’10 contests: (a); (c); (e); (g) proposed binarization of 1(a), 1(b), 1(c), 5(a),
respectively; (b); (d); (f); (h) the corresponding ground truth; (i) original image; (j) proposed binarization; (k) ground truth.
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Fig. 8. Comparison with top methods of DIBCO’11 contest: (a)—(c) The original images of HW4, HW7 and HW®, respectively; (d)—(f) ground truth; (g)-(i) 1st (participant No.

10); (j)-(1) 2nd (participant No. 8); (m)-(0) proposed.

contests contain ten (10) and eight (8) handwritten images with
seventeen (17) and eighteen (18) competing techniques, respec-
tively. Furthermore, for the images used in the experiments, we
measured the required processing time using a PC with dual
processor at 2.2 GHz with 2 GB of RAM memory. The average
processing time was 3.31 s and the average image size was
1231x562.

In the first document image binarization contest (DIBCO’09),
the evaluation measures of FM (F-Measure), PSNR (Peak Signal to
Noise Ratio), NRM (Negative Rate Metric) and MPM (Misclassifi-
cation Penalty Metric) were used. According to Gatos et al.
(2011), the average value for each evaluation measure (the average
F-Measure was computed from the average Recall and average
Precision) was used to compute the corresponding ranking and
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X

(s)

the final Score was calculated using the summation of the ranking
values Eq. (9). In the second contest (H-DIBCO’10), the perfor-
mance measure of p-FM (p-FMeasure) was additionally used. In
DIBCO’11 contest the evaluation measures of FM, PSNR, DRD (Dis-
tance Reciprocal dostortion) (Lu et al., 2004) and MPM were used.
For the final Score (as described in (Pratikakis et al., 2011a)), the
summation of the ranking values for every image and for all eval-
uation measures was used Eq. (10).

&/’4/&;’1

(k)

(t) (u)

Fig. 9. Comparison with different inpainting approaches: (a) original image (focus on the upper-left corner of 4(a)); (b) Canny edges; (c) inpainting mask based on (b) (Zhang
et al.,, 2009); (d) proposed inpainting mask; (e) and (f) D’Errico (2006) inpainting using (c) and (d), respectively; (g) proposed inpainting using (d); (h) and (i) image
normalization of (f) and (g), respectively; (j) and (k) Otsu of (h) and (i), respectively; (1) and (m) Niblack (w = 2SW = 16, k = —0.2) of (h) and (i), respectively; (n) Original image
(focus on 2nd-3rd lines of 4(g)); (o) proposed inpainting mask; (p) D’Errico (2006) inpainting using (0); (q) proposed inpainting using (0); (r) and (s) Otsu based on (p) and (q),
respectively; (t) and (u) Niblack (w = 8, k= —0.3) based on (p) and (q), respectively.

#Measures

Scoregipcooos 10 = Z Rank;, (9)

m=1
where Rank,, denotes the ranking value based on the average value
for all images when measure m is used.

#Images#Measures

Scoregpeonr = Y . Rank;, (10)

i=1 m=1
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where Ranki,l denotes the ranking value concerning image i when
measure m is used.

In Table 1, the detailed results of the top-3 methods along with
the results of the proposed method are presented for all DIBCO ser-
ies and representative examples are shown in Figs. 7 and 8. For
DIBCO’11 contest concerning the handwritten images only, the
top-3 methods are participants No. 10,8,7 (Pratikakis et al.,
2011a). From Table 1, it is demonstrated that the proposed method
achieves top performance among all participants in the DIBCO ser-
ies datasets. There were further experimentations with the DIBCO
series datasets reported in works that have not participated in DIB-
CO competition. For instance, high performance is reported in
(Hedjam et al., 2011) with average FM of 89.27 concerning the
handwritten document images of DIBCO’09 contest. However, the
authors considered the presence of the bleed-through to be known.
For the same dataset, Su et al. (2010) also reported high perfor-
mance with FM, PSNR, NRM and MPM equal to 89.93, 19.94, 6,69
and 0.30, respectively. We also tested the combination methodol-
ogy for binarization methods of Gatos et al. (2008) on the same
dataset achieving performance of 80.19, 16.11, 2.01 and 4.85 con-
cerning FM, PSNR, NRM and MPM, respectively. As far as the pro-
posed method is concerned, the corresponding values are 92.63
(average FM calculated from mean F-Measure), 21.28, 2.84 and
0.48, that demonstrate higher performance on the majority of the
evaluation measures.

A visual analysis of the results demonstrates that the proposed
method can detect the majority of the faint characters and remove
almost all the bleed-through (Fig. 7(e)-(f) appear cropped since the
bleed-through was effectively removed from Fig. 7(e)). It is not af-
fected by large background stains and it handles effectively docu-
ments of low contrast (Fig. 7(g)). Additionally, in the bottom part of
Table 1 (DIBCO’11 Details) the individual score for each image of
DIBCO’'11 (HW1-HW8) is presented. Those images contain various
degradations. Particularly, image HW1 contains border noise and is
of high contrast, HW2 contain faint characters and low background
texture, HW3 contain faint and slim characters and smudges, HW4
contains large stain, faint characters and low horizontal folding,
HWS5 contains smudges, HW6 contains faint characters and sha-
dow from vertical folding, HW7 contains faint characters and
bleed-through and HW8 contains faint characters. According the
detailed results of the DIBCO’11 and example images of our meth-
od that contained faint characters (e.g. Fig. 7(a)), it is depicted that
the proposed method achieves high performance in documents
with faint characters which is a common degradation of handwrit-
ten documents.

In order to demonstrate the effectiveness of the proposed
inpainting procedure (Section 2.1), we conducted experiments
using the proposed inpainting mask along with a standard inpaint-
ing D’Errico (2006). The inpainting mask of Zhang et al. (2009) is
based on Canny edges (Fig. 9(b)) followed by morphological dila-
tion and closing operation (Fig. 9(c)). This mask yielded poor re-
sults, since in order to detect the majority of the edges that
correspond to the faint characters, many background edges were
also detected. In this respect, we used the proposed inpainting
mask of the dilated Niblack that yielded better results (Fig. 9(e)-
(f)). From Fig. 9(j)-(m) and 9(r)-(u), it is proved that the proposed
inpainting procedure results in improved Otsu and Niblack binari-
zation that consequently leads to more efficient combination,
while other approaches fail to separate efficiently the textual con-
tent from any interfering background noise.

As demonstrated in this section, the proposed method achieves
high performance in many cases, however very small components
like dots and punctuation (e.g. the dot of the i and j) are discarded
because of the intermediate post-processing step and large noisy
components encountered on page splits (e.g. Fig. 8(0)) cannot be
efficiently removed. Even though, in the case of HW6 (Fig. 8(0)),

the proposed method has the same performance with the second
best method concerning the overall performance on the handwrit-
ten documents (bottom part of Table 1). We have excluded large
component manipulation from the final post-processing step be-
cause in handwritten document images, large components often
correspond to textual information of several characters, words or
even text-lines. Following a common post-processing step we
could discard the large noisy components but with loss of textual
information. Hence, a more sophisticated post-processing step is
required to discard large noise from foldings or page splits without
discarding valuable text information.

4. Conclusion

In this work we presented a binarization method based on sev-
eral image processing steps that achieves high performance in a
wide range of degraded handwritten documents. We proposed a
goal-oriented inpainting procedure for background estimation
and image normalization that assists the global and local binariza-
tion results of Otsu and Niblack to be combined effectively. Post-
processing is performed both at an intermediate and the final step
of our method. We did not include large component manipulation
at the final post-processing step because handwritten document
images may contain large components corresponding to text infor-
mation of several characters, words or even text-lines. Although
the proposed method could be improved to discard large noise
from foldings or page splits without discarding valuable text infor-
mation, it achieves top performance in the DIBCO series of 2009-
2011.
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