
Goal-Oriented Performance Evaluation Methodology 
for Page Segmentation Techniques 

 

Nikolaos Stamatopoulos, Georgios Louloudis and Basilis Gatos 
Computational Intelligence Laboratory, Institute of Informatics and Telecommunications 

National Center for Scientific Research “Demokritos” 
GR-153 10 Agia Paraskevi, Athens, Greece 
{nstam, louloud, bgat}@iit.demokritos.gr 

 
 

Abstract—Document image segmentation is a fundamental 
step in the document image analysis pipeline as it affects the 
accuracy of subsequent processing steps. An objective and 
realistic evaluation of page segmentation techniques is crucial for 
a quantitative comparison among them. In this paper, a goal-
oriented performance evaluation methodology that calculates a 
comprehensive evaluation measure SR (Success Rate) is 
presented. SR measure reflects the entire performance of a page 
segmentation technique in a concise quantitative manner. It is a 
pixel-based approach which avoids the dependence on a strictly 
defined ground-truth. The proposed evaluation measure SR deals 
only with text regions and is correlated with the percentage of the 
text information in which the subsequent processing (e.g. text line 
segmentation and recognition) can be applied successfully. 

Keywords—page segmentation; performance evaluation; 
performance metric; document image analysis 

 

I.  INTRODUCTION  

Page segmentation is a crucial processing step in a 
document image analysis system. It is the process of 
identifying the areas of interest in a document page image [1 – 
3]. The performance of subsequent processing such as text line 
segmentation and optical character recognition (OCR) heavily 
depends on the accuracy of page segmentation techniques. 

The automatic evaluation of page segmentation algorithms 
is an important issue both for quantitative comparisons among 
different techniques as well as for qualitative analysis of 
segmentation results. In this paper, a goal-oriented performance 
evaluation methodology is proposed that reflects the 
percentage of the text information in which the subsequent 
processing, such as text line segmentation and recognition, can 
be applied successfully. It is a pixel-based approach which 
deals only with text regions. Moreover, the proposed 
evaluation technique avoids the dependence on a strictly 
defined ground-truth since the ground-truth for page 
segmentation is quite ambiguous and may differ between users. 

The remainder of the paper is organized as follows. In 
Section II the related work is discussed. Section III focuses on 
the proposed performance evaluation methodology. The 
advantages of the proposed method are discussed in Section IV 
while conclusions are drawn in Section V. 

II. RELATED WORK 

Several page segmentation competitions [4, 5] have been 
organized in order to address the need of comparative 
performance evaluation under realistic circumstances. The 
performance analysis method used for these competitions is 
based on a geometric approach using polygon region outlines 
[6]. The ground-truth creation for such approaches is quite 
ambiguous. Kanai et al. [7] use an indirect evaluation based on 
OCR results. The advantage of this method is that it requires 
only transcription ground-truth and, hence, does not require 
defining ground-truth regions. However, it cannot give an 
accurate indication of page segmentation performance as it is 
dependent on the OCR engine. In [8], Mao and Kanungo 
propose a textline based performance metric that examines 
geometric correspondences of text lines. The main drawback of 
this method is that it requires ground-truth at text line level and 
it deals only with deskewed document images. Liang et al. [9] 
describe a region area based metric in which different weights 
are assigned to each type of matching (one-to-one, many-to-
one, etc.). In a similar way, Shafait et al. [10] use a weight 
bipartite graph called pixel-correspondence graph [11] in order 
to calculate the total number of over-segmented and under-
segmented regions as well as the missed regions and false 
alarms. In [12], the evaluation method is based on a set of 
simple rules concerning the main body text regions, the 
auxiliary text regions and the non-text regions. Finally, 
Agrawal et al. [13] consider a result region as correctly 
detected if its foreground pixels overlap with those of ground-
truth above a user specified threshold. All the above mentioned 
performance evaluation methods are highly dependent on the 
ground-truth which should be strictly defined. The proposed 
evaluation framework avoids the dependence on a strictly 
defined ground-truth and it is based on simple and clear 
guidelines given to the users.  

III. PERFORMANCE EVALUATION METHODOLOGY 

A detailed description of the distinct stages of the proposed 
evaluation methodology is presented in this section. First, an 
overview of ground-truth requirements and related issues is 
given and then, the proposed performance metric is presented. 
The proposed evaluation methodology deals only with text 
regions and it requires the binary version of the document 
image since it is a pixel-based approach. 
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